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BLRPHFKDQLFV� LV� D� KLJKO\� WHFKQLFDO�¿HOG�� DQG� LWV�
research methods change as rapidly as does 
technology. Research techniques are regularly 

replaced with new techniques because of the avail-
ability of faster and more sophisticated software and 
KDUGZDUH��)RU�H[DPSOH�����\HDUV�DJR�PDQ\�UHVHDUFKHUV�
used cinematography to record human motion; 10 years 
ODWHU�FLQHPDWRJUDSK\�ZDV�DOPRVW�REVROHWH��KDYLQJ�EHHQ�
UHSODFHG� E\�9+6�YLGHRJUDSK\�� DQG� QRZ�� GLJLWDO� DQG�
infrared videography have become the preferred motion-
capture technologies. Faster computers with essentially 
unlimited memory can process data using more complex 
analyses and more sophisticated statistical methods. 
*LYHQ�WKHVH�UHDOLWLHV��WKLV�HGLWLRQ�KDV�DGGHG�XS�WR�GDWH�
research methods to existing chapters and includes sev-
eral new chapters that outline advanced analytical tools 
for investigating human movement.

This text is organized into four parts. Parts I and II 
UHWDLQ�WKHLU�VWUXFWXUH�IURP�WKH�¿UVW�HGLWLRQ��ZLWK�SDUW�,�
exploring planar and three-dimensional kinematics in 
research and part II examining issues of body segment 
SDUDPHWHUV��IRUFHV��DQG�HQHUJ\��ZRUN��DQG�SRZHU�DV�WKH\�
relate to two- and three-dimensional inverse dynamics 
DQDO\VLV��:LWKLQ�WKH�¿UVW�WZR�SDUWV��FKDSWHUV���DQG���KDYH�
EHHQ�H[WHQVLYHO\�UHYLVHG�WR�UHÀHFW�FXUUHQW�UHVHDUFK�
SUDFWLFHV�LQ�ELRPHFKDQLFV��&KDSWHU���QRZ�UHÀHFWV�
the role of software such as Visual3D in carrying 
out inverse dynamics analyses. A Visual3D Educa-
WLRQDO�(GLWLRQ�LV�SURYLGHG�ZLWK�WKLV�ERRN�SXUFKDVH��
so that the reader can experience the process of 
kinematic and kinetic analysis of human motion 
using Visual3D.

Part III of the text deals with the study of muscle 
activity and the mathematical modeling of human 
PRYHPHQW��&KDSWHU����0XVFOH�0RGHOLQJ��KDV�EHHQ�
updated and is bolstered by the addition of chapter 
����0XVFXORVNHOHWDO�0RGHOLQJ��&KDSWHU���UHWDLQV�LWV�
emphasis on the Hill model and now includes more 
information on how to obtain parameters to allow 
the Hill model to represent individual muscles in 
D�VXEMHFW�VSHFL¿F�PDQQHU��:H�KDYH�UHPRYHG�VRPH�
of the musculoskeletal model material from the 
original chapter and include it in the new chapter 
����ZKLFK�LV�FRDXWKRUHG�E\�%ULDQ�5��8PEHUJHU�DQG�
Graham E. Caldwell. Chapter 11 explores the use 
of musculoskeletal models in analyzing human 
PRYHPHQW�� DQ� DUHD� RI� JURZLQJ� LQWHUHVW� WKDW� SHU-

Preface

mits the study of muscle forces beyond that allowed by 
inverse dynamics. Other chapters in part III address 
HOHFWURP\RJUDSKLF� �(0*��NLQHVLRORJ\� DQG� FRPSXWHU�
VLPXODWLRQ�RI�PRYHPHQW��(0*�SHUPLWV�WKH�PRQLWRULQJ�
and analysis of the active contractile characteristics of 
PXVFOHV��ZKHUHDV�FRPSXWHU�VLPXODWLRQV�SHUPLW�WKH�VWXG\�
of motions without requiring that a subject perform the 
PRWLRQ��ZKLFK�DOORZV�UHVHDUFKHUV��SK\VLFLDQV��WKHUDSLVWV��
or coaches to test novel motions without placing people 
at risk of injury.

Part IV explores further analytical procedures that 
FDQ�EH�DSSOLHG�WR�ELRPHFKDQLFDO�GDWD��EHJLQQLQJ�ZLWK�
signal processing techniques and then moving on to 
WZR�FKDSWHUV�QHZ� WR� WKH� VHFRQG�HGLWLRQ��&KDSWHU�����
'\QDPLFDO�6\VWHPV�$QDO\VLV�RI�&RRUGLQDWLRQ��FRDX-
WKRUHG�E\�5LFKDUG�(�$��YDQ�(PPHULN��5RVV�+��0LOOHU��
DQG�-RVHSK�+DPLOO��RXWOLQHV�WKH�WKHRULHV�DQG�DQDO\WLF�
methods used to investigate movement in complex 
systems with many degrees of 
freedom. This chapter focuses 
on how we assess and measure 
coordination and stability in 
FKDQJLQJ�PRYHPHQW� SDWWHUQV��

VISUAL3D EDUCATIONAL EDITION
New to this edition is the access to the Visual3D Edu-
cational Edition software, created by C-Motion. The 
Visual3D Educational Edition can be used to display 
C3D and CMO data sets, but also provides the ability to 
manipulate sample data sets to help readers understand 
kinetic and kinematic calculations and to provide experi-
ence with professional biomechanical research software. 
To download the Visual3D Educational Edition and special 
sample data sets selected by this book’s authors, visit 
http://textbooks.c-motion.com/ResearchMethodsIn 
Biomechanics2E.php. The sample data sets are down-
loadable from this page. Follow the Download Software 
link to download Visual3D Educational Edition. When 
opened using Visual 3D Educational Edition, these sample 
data sets will unlock additional functionality, allowing you 
to explore the full range of modeling and analysis capabili-
ties of the professional version of Visual 3D.

For support, visit www.c-motion.com.
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and it examines the role of movement variability in 
KHDOWK�DQG�GLVHDVH��&KDSWHU�����$QDO\VLV�RI�%LRPHFKDQL-
FDO�:DYHIRUP�'DWD��FRDXWKRUHG�E\�.HYLQ�-��'HOX]LR��
$QGUHZ� -�� +DUULVRQ��1RUPD�&RIIH\�� DQG�*UDKDP�
(��&DOGZHOO�� RXWOLQHV� VWDWLVWLFDO� WRROV� WR� LGHQWLI\� WKH�
essential characteristics of any human movement. 
%LRPHFKDQLVWV�DUH�IDFHG�ZLWK�WKH�VRPHWLPHV�GDXQWLQJ�
task of determining which variable or variables from 
thousands of possibilities (linear and angular kinemat-
LFV�� OLQHDU� DQG� DQJXODU� NLQHWLFV�� EHVW� FKDUDFWHUL]H� D�
particular motion. Techniques in this chapter can be 
used to select the best combination of these factors. 

+XPDQ�JDLW�LV�XVHG�DV�RQH�H[DPSOH�RI�PRWLRQ��EXW�WKH�
techniques can be applied to any motion.

(DFK�FKDSWHU�LQFOXGHV�DQ�RYHUYLHZ��D�VXPPDU\��DQG�D�
list of suggested readings for those interested in learning 
PRUH��,Q�VHOHFW�FKDSWHUV��VDPSOH�SUREOHPV�DUH�SURYLGHG�
WR�VHUYH�DV�OHDUQLQJ�DLGV��DQG�DQVZHUV�DUH�SURYLGHG�LQ�
WKH�EDFN�RI�WKH�WH[W��6HFWLRQV�WLWOHG�)URP�WKH�6FLHQWL¿F�
Literature highlight the ways in which biomechanical 
research techniques have been used in both classic and 
FXWWLQJ�HGJH�VWXGLHV�LQ�WKH�¿HOG��7KH�DSSHQGL[HV�SURYLGH�
KHOSIXO�PDWKHPDWLFDO� DQG� WHFKQLFDO� UHIHUHQFHV�� DQG� D�
glossary provides a reference for terminology.
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Introduction

Biomechanics Analysis 
Techniques: A Primer
Gary Kamen

EYHU\�VFLHQWL¿F�GLVFLSOLQH�XVHV�D�XQLTXH�VHW�RI�WRROV�
WKDW� QHZ� VFLHQWLVWV�PXVW�PDVWHU� EHIRUH� WKH\� FDQ�
FRQWULEXWH�NQRZOHGJH�WR�WKDW�GLVFLSOLQH��$�PROHFX-

ODU�ELRORJLVW�FRXOG�QRW�EHJLQ�WR�FRQGXFW�UHVHDUFK�ZLWKRXW�
NQRZLQJ�KRZ�WR�XVH�DQG�LQWHUSUHW�LQIRUPDWLRQ�IURP�D�
VSHFWURSKRWRPHWHU�RU�D�JDV�FKURPDWRJUDSK��$�JHRORJLVW�
LQWHQW� RQ� VWXG\LQJ� D� YROFDQR�PXVW� VHOHFW� DSSURSULDWH�
RVFLOORVFRSHV��DPSOL¿HUV��DQG�VHLVPRJUDSKV�� VWRUH� WKH�
VLJQDOV�WKDW�WKHVH�LQVWUXPHQWV�UHFRUG��DQG�ODWHU�DQDO\]H�
WKRVH�VLJQDOV�XVLQJ�VLJQDO�SURFHVVLQJ�WHFKQLTXHV�

-XVW�DV�NQRZOHGJH�RI�EDVLF�1HZWRQLDQ�SK\VLFV�DQG�
PDVWHU\�RI� LQVWUXPHQWDWLRQ� DQG� DQDO\WLFDO� WHFKQLTXHV�
DUH�SUHUHTXLVLWHV�IRU�FRQGXFWLQJ�UHVHDUFK�LQ�PROHFXODU�
ELRORJ\�DQG�JHRORJ\��VR�WRR�DUH�WKH\�UHTXLUHG�LQ�WKH�VWXG\�
RI�ELRPHFKDQLFV��7KLV�ERRN�LV�D�FRPSUHKHQVLYH�UHVRXUFH�
RQ�WKH�WRROV�QHHGHG�WR�FRQGXFW�UHVHDUFK�LQ�ELRPHFKDQLFV�

WHAT TOOLS ARE NEEDED 
IN BIOMECHANICS?
6RPH� SUHUHTXLVLWH� NQRZOHGJH� LV� QHFHVVDU\� WR� EHJLQ�
DSSO\LQJ� WKH� SULQFLSOHV� RI� ELRPHFKDQLFV� LQ� UHVHDUFK��
7KLV�WH[W�DVVXPHV�WKDW�UHDGHUV�KDYH�D�EDVLF�XQGHUVWDQG-
LQJ�RI�JHRPHWU\��WULJRQRPHWU\��DQG�DOJHEUD��LQFOXGLQJ�
HOHPHQWDU\�YHFWRU�DOJHEUD��.QRZOHGJH�RI�EDVLF�mechan-
ics�DFFRUGLQJ�WR�1HZWRQ¶V�ODZV�LV�DOVR�QHFHVVDU\��DQG�
WKLV�WH[W�SURYLGHV�PDQ\�H[DPSOHV�RI�WKHLU�DSSOLFDWLRQ�LQ�
WKH�¿HOG�RI�ELRPHFKDQLFV��$�JRRG�ZRUNLQJ�NQRZOHGJH�
RI� KXPDQ� DQDWRP\� LV� LPSRUWDQW�� 7KLV� WH[W� LQFOXGHV�
H[DPSOHV�WKDW�DSSO\�WR�WKH�KXPDQ�PXVFXORVNHOHWDO�DQG�
QHXURPXVFXODU� V\VWHPV�� DQG� NQRZOHGJH� RI� WKH� FRQ-
VWUDLQWV�LPSRVHG�E\�WKH�DQDWRPLFDO�V\VWHP�LV�HVVHQWLDO�
WR� DFTXLULQJ� D� FRPSUHKHQVLYH� XQGHUVWDQGLQJ� RI� WKH�
PHFKDQLFV�LQYROYHG��5HDGHUV�VHHNLQJ�DGGLWLRQDO�LQIRU-
PDWLRQ�RQ�WKHVH�WRSLFV�VKRXOG�FRQVXOW�WKH�PDQ\�WH[WERRNV�

WKDW�SURYLGH�JRRG�UHYLHZV��$�OLVW�RI�VXLWDEOH�UHDGLQJV�DQG�
WH[WV�LV�LQFOXGHG�DW�WKH�HQG�RI�HDFK�FKDSWHU�

APPLICATIONS OF 
THE PRINCIPLES OF 
BIOMECHANICS: AN 
EXAMPLE
2I�FRXUVH�� WKRURXJKO\�XQGHUVWDQGLQJ� WZR�� DQG� WKUHH�
GLPHQVLRQDO�NLQHPDWLFV�DQG�NLQHWLFV��DQWKURSRPHWULFV��
PXVFOH�PRGHOLQJ��DQG�HOHFWURP\RJUDSK\�LV�XVHOHVV�ZLWK-
RXW�JRRG�UHVHDUFK�LGHDV�RU�ELRPHFKDQLFDO�SUREOHPV�WR�EH�
VROYHG��&RQVHTXHQWO\��EHIRUH�ZH�EHJLQ�GHWDLOLQJ�DSSOLHG�
ELRPHFKDQLFDO� SULQFLSOHV�� OHW� XV� FRQVLGHU� DQ� H[DPSOH�
WKDW�LOOXVWUDWHV�KRZ�ZH�FDQ�DSSO\�WKH�NQRZOHGJH�WR�EH�
JDLQHG�IURP�WKLV�WH[W�

/RFRPRWLRQ�LV�WKH�KDOOPDUN�WKDW�GLVWLQJXLVKHV�RUJDQ-
LVPV�LQ�WKH�DQLPDO�NLQJGRP�IURP�SODQWV��DQG�DQLPDOV�
KDYH� GHYLVHG�P\ULDG�PHWKRGV� WR� HQDEOH�PRYHPHQW��
3UREOHPV�UHODWHG�WR�ORFRPRWLRQ�FRQVWLWXWH�D�PDMRU�DUHD�RI�
IRFXV�IRU�PDQ\�ELRPHFKDQLVWV��$QWV��GHVSLWH�WKHLU�VPDOO�
ERG\�VL]H��DPEXODWH�TXLFNO\�E\�PRYLQJ�HDFK�OHJ�DW�WKH�
FRUUHFW�YHORFLW\��)LVK�SURSHO�WKHPVHOYHV�HI¿FLHQWO\�HYHQ�
WKRXJK�WKH\�DUH�VXEMHFW�WR�WKH�ODUJH�GUDJ�IRUFH�RI�ZDWHU��
7KH�DQDWRP\�RI�KRUVHV�FRQVWUDLQV�WKHLU�PRYHPHQW��\HW�
WKH\�PDQDJH�WR�VHOHFW�WKH�ULJKW�JDLW�IRU�WKH�HQYLURQPHQ-
WDO�FRQGLWLRQV�DQG�WKH�YHORFLW\�RI�ORFRPRWLRQ��%HFDXVH�
KXPDQ�JDLW�DQG�SRVWXUDO�FRQWURO�LV�D�SULPDU\�IRFXV�RI�
WKLV�WH[W��OHW�XV�FRQVLGHU�D�ORFRPRWLRQ�DQG�SRVWXUDO�FRQ-
WURO�SUREOHP�WKDW�UHTXLUHV�ELRPHFKDQLFDO�WRROV�WR�VROYH�

2Q�UHWXUQLQJ�KRPH�IURP�D�GLI¿FXOW�GD\�DW�WKH�RI¿FH��
RXU�VXEMHFW�PXVW�DVFHQG�WKH�IURQW�VWHSV�WR�KHU�KRPH��RSHQ�
WKH�GRRU��DQG�ZDON� LQVLGH�EHIRUH�VHWWLQJ�KHU�EULHIFDVH�
RQ�D�WDEOH��$IWHU�FOLPELQJ�WKH�VWDLUV��VKH�UHDFKHV�IRU�WKH�
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GRRUNQRE��WXUQV�LW��DQG�¿QGV�LW�ORFNHG��6KH�PXVW�UHWULHYH�
KHU�NH\V�IURP�KHU�SRFNHW�ZKLOH�MXJJOLQJ�KHU�EULHIFDVH�
DQG�NHHSLQJ�KHU�EDODQFH��$IWHU�HQWHULQJ�WKH�KRXVH��VKH�
SODFHV�WKH�EULHIFDVH�RQ�D�WDEOH�

7KHVH�VHHPLQJO\�VLPSOH�WDVNV�UHTXLUH�WKH�VXFFHVVIXO�
LQWHUSOD\�RI�D�FRPSOH[�V\VWHP�RI�PXVFXORVNHOHWDO�GHVLJQ�
DQG�QHXURPXVFXODU�FRQWURO��&RQVLGHU�VRPH�RI�WKH�PDQ\�
VXESUREOHPV�WR�EH�VROYHG�

 Ź +RZ�GRHV� RXU� VXEMHFW� FOLPE� WKH� VWDLUV"�+RZ�FDQ�
ZH�GHVFULEH�WKH�FKDUDFWHULVWLFV�RI�WKH�PRYHPHQW�DW�
HDFK�MRLQW"

 Ź +RZ�PXFK�PXVFXODU� IRUFH� LV� QHHGHG� GXULQJ� WKH�
WUDQVLWLRQ�IRUZDUG�WR�WKH�QH[W�VWHS"

 Ź :KHUH� GRHV� VKH� GHFLGH� WR� VWRS� DQG� UHDFK� IRU� WKH�
GRRUNQRE"

 Ź +RZ�GRHV�VKH�PDLQWDLQ�KHU�EDODQFH�ZKLOH�UHDFKLQJ�
IRU�WKH�GRRU"

 Ź +RZ�GRHV� VKH� ILUVW� WXUQ� WKH� GRRUNQRE� DQG� WKHQ�
UHWULHYH�KHU�NH\V�DQG�XQORFN�WKH�GRRU"

 Ź +RZ�GRHV�RXU�VXEMHFW�ZDON�LQWR�WKH�KRXVH�ZLWK�KHU�
EULHIFDVH"�$W�ZKDW�SRLQW��IRU�H[DPSOH��GRHV�WKH�OHJ�
SODQWHG�RQ�WKH�ÀRRU�EHJLQ�WR�PRYH�IRUZDUG�DJDLQ"

 Ź +RZ�LV�WKH�EULHIFDVH�SODFHG�RQ�WKH�WDEOH"�:KDW�SUH-
YHQWV�LW�IURP�EHLQJ�SODFHG�HLWKHU�WRR�IDU�IRUZDUG�RU�
WRR�IDU�EDFN"

7KHVH�SUREOHPV�DOO�UHTXLUH�VROXWLRQV�JOHDQHG�XVLQJ�
ELRPHFKDQLFDO� WRROV�� )RU� H[DPSOH��ZH� QHHG� WR� NQRZ�
DERXW�WKH�GLVSODFHPHQWV�DQG�IRUFHV�SURGXFHG�DW�YDULRXV�
MRLQWV��+RZ�GR�ZH�UHIHU�WR�XQLWV�RI�GLVSODFHPHQW�RU�IRUFH�
VR�WKDW�RWKHU�VFLHQWLVWV�FDQ�XQGHUVWDQG�XV"�,Q�WKH�VFLHQ-
WL¿F�OLWHUDWXUH��WKH�SUHIHUUHG�XQLWV�RI�PHDVXUH�DUH�SDUW�
RI�DQ�LQWHUQDWLRQDO�V\VWHP²WKH�PHWULF�V\VWHP²ZKRVH�
XVH�KDV�EHHQ�DJUHHG�XSRQ�E\�DOO�VFLHQWLVWV��9LUWXDOO\�DOO�
ELRPHFKDQLFDO�FRQIHUHQFHV�DQG�MRXUQDOV�UHTXLUH�WKH�XVH�
RI�WKLV�V\VWHP��VR�WKLV�WH[W�XVHV�LW�H[FOXVLYHO\��7KH�V\VWHP�
FRQVLVWV�RI�VHYHQ�IXQGDPHQWDO�TXDQWLWLHV�IURP�ZKLFK�DOO�
RWKHU�PHDVXUHPHQWV�DUH�GHULYHG��IRU�ELRPHFKDQLVWV��WKH�
PRVW�LPSRUWDQW�RQHV�DUH�WKH�NLORJUDP��PHWHU��VHFRQG��
DQG�DPSHUH��7KH�EDVLFV�RI�WKLV�V\VWHP�DUH�RXWOLQHG�LQ�
DSSHQGL[�$�

.LQHPDWLF� DQDO\VLV� GHVFULEHV� WKH�PRWLRQV�ZH� VHH��
$V� D� SHUVRQ� DSSURDFKHV� VWDLUV��ZH�REVHUYH� UHSHWLWLYH�
ÀH[LRQ�DQG�H[WHQVLRQ�PRYHPHQWV�DW�WKH�KLS��NQHH��DQG�
DQNOH� MRLQWV��7KHVH� DQJXODU� GLVSODFHPHQWV� FKDQJH� DV�
WKH�SHUVRQ�EHJLQV� WR� FOLPE� WKH� VWDLUV��3DWLHQWV�ZLWK� D�
ORZHU�OLPE�LQMXU\�PD\�XVH�D�GLIIHUHQW�SDWWHUQ�RI�DQJX-
ODU� MRLQW�GLVSODFHPHQW� WR�SHUIRUP� WKHVH�DFWLYLWLHV��:H�
XVH� GLVSODFHPHQW� LQIRUPDWLRQ� WR� FRPSXWH� YHORFLWLHV�
DQG� DFFHOHUDWLRQV� GXULQJ�SHUIRUPDQFH�RI� WKHVH� WDVNV��
7KH�PRWLRQV�ZH� REVHUYH�PD\� LQFOXGH� OLQHDU� DV�ZHOO�
DV�DQJXODU�PRWLRQ��0RQLWRULQJ�D�SRLQW�RQ�WKH�SHUVRQ¶V�

WUXQN�DOORZV�XV�WR�GHVFULEH�WKH�LQVWDQW�WR�LQVWDQW�OLQHDU�
GLVSODFHPHQW�DQG�WKH�UHVXOWLQJ�YHORFLW\�RI�ZDONLQJ��:H�
PHDVXUH�NLQHPDWLF�YDULDEOHV�XVLQJ�DQ�LPDJLQJ�V\VWHP�
VXFK�DV�D�¿OP�RU�YLGHR�FDPHUD�RU�LQVWUXPHQWV�DWWDFKHG�
WR�WKH�MRLQW�WR�PHDVXUH�GLVSODFHPHQW��6RPH�PRWLRQV�PD\�
EH� WRR�FRPSOH[� WR�GHVFULEH�XVLQJ�VLPSOH�SODQDU� �WZR�
GLPHQVLRQDO����'��FRRUGLQDWHV��2YHUXVH�NQHH� LQMXULHV�
DUH�VRPHWLPHV�DVFULEHG�WR�LQDSSURSULDWH�PRWLRQV�RI�WKH�
NQHH�MRLQW� LQ� WKH�IURQWDO�RU�VDJLWWDO�SODQH��7KXV��PRUH�
FRPSOH[�� WKUHH�GLPHQVLRQDO� ���'�� DQDO\VLV�PD\� EH�
UHTXLUHG� WR�DGHTXDWHO\�GHVFULEH� WKHVH�PRWLRQV��0HWK-
RGV�IRU�DFTXLULQJ�NLQHPDWLF�GDWD�DQG�FRPSXWLQJ�SODQDU�
NLQHPDWLFV�DUH�FRYHUHG�LQ�FKDSWHU����ZKHUHDV�FKDSWHU���
FRQVLGHUV���'�NLQHPDWLFV�

6SHFLDO�FRPSXWHUV�FDQ�FDSWXUH�LPDJHV�IURP�YLGHR�GDWD�
DQG�FRPSXWH�WKH�WUDMHFWRULHV�RI�UHÀHFWLYH�PDUNHUV�SODFHG�
RYHU�D�VXEMHFW¶V�MRLQW�FHQWHUV�DQG�WKHQ�DQDO\]H�WKH�PRWLRQ�
SDWWHUQV��7KHVH�GDWD�DUH�WKHQ�SURFHVVHG�WR�GHULYH�YDULRXV�
NLQHPDWLF�PHDVXUHV��VXFK�DV�WKH�UDQJH�RI�PRWLRQ�RI�HDFK�
MRLQW��WKH�YHORFLW\�DQG�DFFHOHUDWLRQ�RI�HDFK�VHJPHQW��DQG�
WKH�SDWK�RI�WKH�FHQWHU�RI�JUDYLW\��&KDSWHU���GHWDLOV�PHWK-
RGV�IRU�GHWHUPLQLQJ�WKH�ERG\¶V�FHQWHU�RI�JUDYLW\��7KHVH�
GDWD�FDQ�WKHQ�EH�V\QFKURQL]HG�ZLWK�WKH�JURXQG�UHDFWLRQ�
IRUFHV�WR�HQDEOH�LQYHUVH�G\QDPLFV�DQDO\VLV�

.LQHPDWLFV�GHVFULEHV�WKH�PRYHPHQWV�ZH�VHH��EXW�WR�
XQGHUVWDQG�ZK\�WKH�PRWLRQV�RFFXU�DV�WKH\�GR�ZH�PXVW�
H[DPLQH� WKH�NLQHWLFV�� RU�XQGHUO\LQJ� OLQHDU� IRUFHV� DQG�
URWDWLRQDO� WRUTXHV�� WKDW� GLFWDWH� WKH� NLQHPDWLF�PRWLRQ��
([WHUQDO� IRUFHV� DUH� WKRVH� FDXVHG� E\� LQWHUDFWLRQ� RI� D�
SHUVRQ�ZLWK� WKH� HQYLURQPHQW��$V� RXU� VXEMHFW�ZDONV�
WRZDUG�WKH�VWDLUV�ZLWK�KHU�EULHIFDVH��VKH�VXEFRQVFLRXVO\�
IRUPV�D�SODQ� IRU�KRZ� WR� WUDQVLWLRQ� IURP� OHYHO� VXUIDFH�
ZDONLQJ� WR� VWDLU� FOLPELQJ��(DFK� IRRWIDOO� JHQHUDWHV� D�
JURXQG� UHDFWLRQ� IRUFH� �*5)�� WKDW� FDQ� EH�PHDVXUHG�
ZLWK� DSSURSULDWHO\� SODFHG� LQVWUXPHQWV�� VXFK� DV� IRUFH�
SODWIRUPV��)RUFH�SODWIRUPV�DUH�HPEHGGHG�ZKHUHYHU�WKH�
UHVHDUFKHU�ZDQWV� WR�PHDVXUH� WKH�PHFKDQLFDO� FRVW� RI�
SHUIRUPLQJ� WKH�PRYHPHQW� WDVN��)RU� H[DPSOH�� D� IRUFH�
SODWIRUP�HPEHGGHG�LQ�D�VWHS�ZLOO�VKRZ�*5)V�WKDW�DUH�
VOLJKWO\� KLJKHU� WKDQ� WKRVH� JHQHUDWHG� GXULQJ�ZDONLQJ��
7KH�SHDN�YHUWLFDO�IRUFHV�ZLOO�EH�VOLJKWO\�ORZHU�WKDQ�WZR�
WLPHV�WKH�VXEMHFW¶V�ERG\�ZHLJKW�ZKLOH�VKH�LV�DVFHQGLQJ�
WKH� VWDLUV�EXW�RQO\����� WR�����KLJKHU� WKDQ�KHU�ERG\�
ZHLJKW�ZKHQ�ZDONLQJ��$V�RXU�VXEMHFW�RSHQV�WKH�GRRU��D�
IRUFH�SODWIRUP�ZLOO�VKRZ�WKDW�KHU�FHQWHU�RI�JUDYLW\�KDV�
VKLIWHG�WR�SUHYHQW�LPEDODQFH��&KDSWHU���GHVFULEHV�PHWK-
RGV�RI�UHFRUGLQJ�DQG�DQDO\]LQJ�IRUFHV��LQFOXGLQJ�KRZ�WR�
XVH�IRUFH�SODWIRUPV�WR�PHDVXUH�JURXQG�UHDFWLRQ�IRUFHV�

7KH�LQWHUQDO�IRUFHV�DQG�WRUTXHV�JHQHUDWHG�DW�HDFK�MRLQW�
LQ�WKH�ERG\�FDQ�DOVR�EH�DSSUR[LPDWHG�E\�XVLQJ�*5)V��
*5)�SDWWHUQV�FKDQJH�DV�SHRSOH�DVFHQG�VWDLUV�EHFDXVH�
WKH\�PXVW�RYHUFRPH�WKH�IRUFH�RI�JUDYLW\��DWWUDFWLRQ�E\�
WKH�HDUWK��WR�UDLVH�WKHLU�FHQWHU�RI�PDVV�ZLWK�HDFK�VWHS��
0HDVXULQJ�*5)�SDWWHUQV�DQG�VHJPHQWDO�NLQHPDWLFV��LQ�
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FRQMXQFWLRQ�ZLWK� LQYHUVH�G\QDPLFV�� FDQ� HOXFLGDWH� WKH�
VWUDWHJLHV�SHRSOH�XVH�WR�PDLQWDLQ�EDODQFH�DQG�NHHS�LQWHU-
QDO�IRUFHV�ZLWKLQ�DFFHSWDEOH�OHYHOV�GXULQJ�PRYHPHQW�

7R�DLG�LQ�SHUIRUPLQJ�WKH�WDVN�RI�FOLPELQJ�DQG�WR�KHOS�
PDLQWDLQ�EDODQFH��RXU� VXEMHFW�PLJKW�SDUWLDOO\� VXSSRUW�
KHUVHOI�ZLWK� WKH� KDQGUDLO�� )RUFH� WUDQVGXFHUV�PRXQWHG�
EHWZHHQ�WKH�KDQGUDLO�DQG�LWV�DWWDFKPHQW�WR�WKH�ZDOO�RU�
JURXQG�FDQ�TXDQWLI\�WKH�DPRXQW�RI�WKDW�VXSSRUW��,QWHUDF-
WLRQ�ZLWK�WKH�GRRU�DOVR�UHTXLUHV�IRUFH��WKLV�WLPH�LQ�WKH�
IRUP�RI�URWDWLRQDO�WRUTXH�DSSOLHG�WR�WKH�GRRUNQRE��7RUTXH�
LV�PHDVXUHG�E\�LQVWUXPHQWLQJ�WKH�GRRUNQRE�DVVHPEO\�
ZLWK�VWUDLQ�JDXJHV��2XU�VXEMHFW�PXVW�DOVR�DSSO\�WRUTXH�
WR�WKH�XQORFNHG�GRRU�WR�PDNH�LW�VZLQJ�RSHQ�RQ�LWV�KLQJHV��
)LQDOO\��SODFLQJ�WKH�EULHIFDVH�RQ�WKH�WDEOH�UHTXLUHV�RI�RXU�
VXEMHFW�ERWK�EDODQFH�DQG�JUDGXDO�FKDQJHV�LQ�KHU�DSSOLFD-
WLRQ�RI�IRUFH�WR�SXW�LW�LQ�WKH�GHVLUHG�ORFDWLRQ��$SSHQGL[�
&�VHWV�RXW�WKH�EDVLFV�RI�HOHFWULFLW\�DQG�HOHFWURQLF�LQVWUX-
PHQWDWLRQ�ZLWK�VWUDLQ�JDXJHV�DQG�RWKHU�GHYLFHV�

$IWHU�PHDVXULQJ�*5)V� DQG� FRPSXWLQJ� ��� RU� ��'�
PRWLRQ�SDWWHUQV��ZH�XVH� LQYHUVH�G\QDPLFV�DQDO\VLV� WR�
FDOFXODWH�IRU�HDFK�MRLQW�WKH�VPDOOHVW�SRVVLEOH�IRUFH�WKDW�
LV�QHFHVVDU\�WR�FRPSOHWH�HDFK�DFWLRQ��6XFK�DQDO\VLV�XVHV�
1HZWRQ¶V�VHFRQG�DQG�WKLUG�ODZV�WR�GHWHUPLQH�ZKDW�IRUFHV�
DQG�PRPHQWV�RI�IRUFHV�H[LVW�DW�HDFK�MRLQW��&KDSWHU���LQWUR-
GXFHV� WKH� WKHRU\�DQG�PHWKRGV� IRU�SHUIRUPLQJ� LQYHUVH�
G\QDPLFV�DQDO\VHV�IRU�SODQDU�PRWLRQV��ZKHUHDV�FKDSWHU�
��GHYHORSV�WKH�WHFKQLTXHV�XVHG�IRU�VSDWLDO����'��DQDO\VHV�

7KH�ELRPHFKDQLVW�FDQ�DOVR�FRPSXWH�WKH�PHFKDQLFDO�
FRVW�RI�WKH�ZRUN�GRQH�DQG�WKH�PHFKDQLFDO�SRZHU�UHTXLUHG�
DW� HDFK� MRLQW��$V� WKH�YHORFLW\�RI�PRYHPHQW� LQFUHDVHV��
JUHDWHU�PHFKDQLFDO�SRZHU�LV�UHTXLUHG��$Q�HOGHUO\�SHUVRQ�
PD\�FDUU\�RXW�DOO�WKH�QHFHVVDU\�WDVNV�IRU�GDLO\�OLIH�DW�D�
PXFK�VORZHU�SDFH�WKDQ�D�\RXQJHU�SHUVRQ��\HW�WKH�HQHUJ\�
FRVW�WR�ERWK�ZLOO�EH�VLPLODU�DQG�WKH�PHFKDQLFDO�SRZHU�
UHTXLUHG� DW� HDFK� MRLQW�ZLOO� EH�PDLQWDLQHG�ZLWKLQ� WKH�
FDSDFLW\�RI�HDFK�MRLQW��&KDSWHU���H[SORUHV�KRZ�PHFKDQL-
FDO�ZRUN��HQHUJ\��DQG�SRZHU�DUH�GHULYHG�IURP�NLQHPDWLF�
DQG�NLQHWLF�PHDVXUHPHQWV�

7KH� SUHFLVH� IRUFHV� SURGXFHG� E\� WKH�PXVFOHV� DQG�
WUDQVPLWWHG�WKURXJK�WKH�WHQGRQV��OLJDPHQWV��DQG�ERQHV�
FDQ� EH� GLUHFWO\�PHDVXUHG� RQO\�ZLWK� LQGZHOOLQJ� IRUFH�
VHQVRUV�RU�HVWLPDWHG�E\�PRGHOLQJ�WKH�PXVFXORVNHOHWDO�
V\VWHP��7KH�DFWXDO�IRUFHV�PD\�EH�ODUJHU�LI� WKH�SHUVRQ�
XVHV�DQ�LQHI¿FLHQW�WHFKQLTXH�WR�PRYH�WKH�MRLQW�RU�EHFDXVH�
LQWHUQDO� VWDELOL]LQJ� IRUFHV� IURP� OLJDPHQWV�DUH�XVHG� WR�
SUHYHQW�FROODSVH�LQ�WKH�IDFH�RI�XQH[SHFWHG�SHUWXUEDWLRQV��
EXW�DW�OHDVW�WKH�PLQLPDO�UHTXLUHG�IRUFHV�DUH�GHWHUPLQHG��
$OWHUQDWLYHO\��WKH�DFWLYDWLRQ�SDWWHUQV�RI�WKH�PXVFOHV�FDQ�
EH�PHDVXUHG�WR�EHWWHU�TXDQWLI\�WKH�UROH�RI�WKH�PXVFOHV�
GXULQJ�SHUIRUPDQFH�RI�WKH�WDVNV�

0XVFOH�DFWLYDWLRQ�FDQ�EH�VWXGLHG�XVLQJ�HOHFWURP\RJ-
UDSK\��(0*���7\SLFDOO\��VHQVRUV�DUH�DWWDFKHG�WR�WKH�VNLQ�
WR�UHFRUG�WKH�PXVFOHV¶�HOHFWULFDO�DFWLYLW\��7KH�LQSXW�IURP�
WKHVH�VHQVRUV�LV�DPSOL¿HG�E\�RWKHU�LQVWUXPHQWV��DQG�WKH�

RXWSXW�VLJQDO�LV�GLJLWDOO\�VWRUHG�RU�YLHZHG�RQ�DQ�RVFLO-
ORVFRSH�RU�RWKHU�RXWSXW�GHYLFH��(0*�LV�IUHTXHQWO\�XVHG�
LQ� HUJRQRPLF� HYDOXDWLRQ� WR� GHWHUPLQH�ZKLFK�PXVFOHV�
DUH�XQGHU�VWUHVV�DQG�DW�ULVN�IRU�LQMXU\�DQG�GXULQJ�VSRUW�
SHUIRUPDQFH�WR�GHWHUPLQH�WKH�SKDVH�RI�D�PRWLRQ�GXULQJ�
ZKLFK�D�PXVFOH�JURXS�LV�WKH�PRVW�DFWLYH��&KDSWHU���FRYHUV�
WHFKQLTXHV�IRU�UHFRUGLQJ�DQG�LQWHUSUHWLQJ�(0*�VLJQDOV�

:K\�QRW� UHO\� RQ� WKH� LQIRUPDWLRQ� SURYLGHG� E\� WKH�
NLQHPDWLF�RU�NLQHWLF�DQDO\VHV�WR�SUHGLFW�ZKLFK�PXVFOHV�
DUH�DFWLYH"�7KH�WHFKQLTXHV�XVHG�WR�GHVFULEH�PRYHPHQW�
FKDUDFWHULVWLFV�DUH�QRW�SHUIHFW�SUHGLFWRUV�RI�WKH�XQGHU-
O\LQJ�DFWLYLWLHV�LQ�PXVFOHV��3DUW�RI�WKH�WDVN�RI�SODFLQJ�D�
EULHIFDVH�RQ�D�WDEOH�FRXOG�EH�DFFRPSOLVKHG�E\�DOORZLQJ�
JUDYLW\�WR�ORZHU�WKH�EULHIFDVH�UDWKHU�WKDQ�E\�DFWLYDWLQJ�
VSHFL¿F�PXVFOHV��0RUHRYHU��VRPH�PXVFOHV�WKDW�DUH�QRW�
GLUHFWO\�LQYROYHG�LQ�WKH�WDVN�PD\�EH�DFWLYDWHG�DQ\ZD\��
:DONLQJ� XS� WKH� VWDLUV�� SDUWLFXODUO\�ZKHQ� FDUU\LQJ�
VRPHWKLQJ��UHTXLUHV�SRVWXUDO�VWDELOL]DWLRQ�WR�SUHYHQW�D�
IDOO��$FWLYDWLQJ�RWKHU�PXVFOH�JURXSV�VWDELOL]HV�SRVWXUH�

2WKHU�DQDO\WLFDO�WRROV�DOORZ�VFLHQWLVWV�WR�DQVZHU�TXHV-
WLRQV�QRW�GLUHFWO\�DPHQDEOH�WR�PHDVXUHPHQW�WHFKQLTXHV��
$OWKRXJK� NLQHPDWLF�� NLQHWLF�� DQG�(0*�DQDO\VHV� DUH�
LQGLVSHQVDEOH�IRU�VWXG\LQJ�DFWXDO�PRYHPHQWV��WKH�TXHV-
WLRQ�WKDW�UHPDLQV�LV�ZKHWKHU�VWDLUV�FDQ�EH�FOLPEHG�LQ�D�
PRUH�HI¿FLHQW�RU�HIIHFWLYH�PDQQHU��$IWHU�DOO��LI�WKH�JRDO�
LV�VLPSO\�WR�DFFRPSOLVK�WKH�PRWRU�WDVN��LW�FRXOG�EH�GRQH�
LQ�VHYHUDO�GLIIHUHQW�ZD\V��LQFOXGLQJ�KRSSLQJ�RQ�RQH�RU�
ERWK�OHJV�IURP�VWDLU�WR�VWDLU�RU�FUDZOLQJ�XS�RQ�KDQGV�DQG�
NQHHV��%XW�ZKDW�LV�WKH�RSWLPDO�ZD\�IRU�D�SHUVRQ�WR�DVFHQG�
VWDLUV"�)RUZDUG�G\QDPLFV�PRGHOV� DGGUHVV� VXFK�TXHV-
WLRQV�E\�VLPXODWLQJ�D�PRYHPHQW�JLYHQ�D�VHW�RI�LQWHUQDOO\�
DSSOLHG�IRUFHV�DQG�WRUTXHV��2QFH�WKH�PRGHO�LV�FXVWRPL]HG�
IRU�D�VSHFL¿F�LQGLYLGXDO��RSWLPDO�FRQWURO�WHFKQLTXHV�DUH�
XVHG�WR�¿QG�WKH�EHVW�VHW�RI�IRUFHV�DQG�WRUTXHV�QHHGHG�WR�
DFFRPSOLVK�WKH�WDVN��,I�best LV�GH¿QHG�DV�WKH�PRYHPHQW�
SDWWHUQ�WKDW�PLQLPL]HV�RYHUDOO�PXVFXODU�HIIRUW��WKH�RSWL-
PL]DWLRQ�PRGHO�¿QGV�WKH�SDWWHUQV�RI�NLQHWLFV�DQG�NLQH-
PDWLFV�QHFHVVDU\�IRU�WKH�VXEMHFW�WR�FOLPE�WKH�VWDLUV�ZLWK�
WKH� OHDVW�PXVFXODU�HIIRUW��$�GLIIHUHQW�SDWWHUQ� LV� IRXQG�
LI�best LV�GH¿QHG�DV�WKH�PRYHPHQW�SDWWHUQ�WKDW�SUHVHQWV�
WKH�VXEMHFW�ZLWK�WKH�OHDVW�OLNHOLKRRG�RI�IDOOLQJ�ZKLOH�RQ�
WKH�VWDLUV��:KHQ�UHVXOWV�IURP�RSWLPL]DWLRQ�PRGHOV�DUH�
FRPSDUHG�ZLWK�WKH�DFWXDO�PRYHPHQW�SURGXFHG�E\�RXU�
KXPDQ� VWDLU� FOLPEHU��ZD\V� LQ�ZKLFK� VKH� FDQ� LPSURYH�
KHU�SHUIRUPDQFH�PD\�FRPH�WR�OLJKW��0XVFOH�PRGHOV�WKDW�
PLPLF�WKH�IRUFH�JHQHUDWLQJ�FDSDELOLWLHV�RI�DFWXDO�PXVFOHV�
FDQ�EH�XVHG�WR�SURYLGH�YDOXHV�IRU�WKH�LQWHUQDO�IRUFHV�LQ�
WKHVH�IRUZDUG�G\QDPLFV�PRGHOV��8VH�RI�WKHVH�PRGHOV�LV�
HVVHQWLDO�WR�ELRPHFKDQLFV�UHVHDUFK�EHFDXVH�WKH�WHFKQRO-
RJ\� IRU�PHDVXULQJ� LQGLYLGXDO�PXVFOH� IRUFHV� LV�KLJKO\�
LQYDVLYH�DQG�XQVXLWDEOH�IRU�XVH�LQ�PRVW�UHVHDUFK�VLWXD-
WLRQV��&KDSWHU���UHSRUWV�RQ�WKH�PRGHOLQJ�RI�PXVFOHV�WR�
EHWWHU�XQGHUVWDQG�WKHLU�IXQFWLRQ��DQG�FKDSWHU����GLVFXVVHV�
WKH�WRSLFV�RI�FRPSXWHU�VLPXODWLRQ�DQG�IRUZDUG�G\QDPLFV�
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0DQ\�GLIIHUHQW�W\SHV�RI�GDWD�DUH�UHTXLUHG�WR�SHUIRUP�
WKHVH� DQDO\VHV�� )RU� H[DPSOH�� WR� TXDQWLI\� WKH�PRWLRQV�
RI� UHIOHFWLYH�PDUNHUV� SODFHG� RYHU� MRLQW� FHQWHUV�� WKH�
UHVHDUFKHU�PXVW�GLJLWL]H�WKH�YLGHR�GDWD�XVLQJ�KLJK�VSHHG�
FRPSXWHUV�WR�REWDLQ�WKH�SRVLWLRQV�RI�WKH�ERG\�VHJPHQWV�
GXULQJ�WKH�DFWLYLWLHV�XQGHU�VWXG\��7R�GHWHUPLQH�YHORFLWLHV�
DQG� DFFHOHUDWLRQV�� UHVHDUFKHUV� FRPSXWH�PDWKHPDWLFDO�
WLPH�GHULYDWLYHV�XVLQJ�DOJRULWKPV� WKDW� UHTXLUH� VSHFLDO�
VPRRWKLQJ� WHFKQLTXHV�� 7KH� UHVHDUFKHU�PXVW� NQRZ�
ZKLFK�WHFKQLTXH�LV�DSSURSULDWH�IRU�XVH�DQG�WKHQ�HYDOXDWH�
ZKHWKHU�WKH�WHFKQLTXH�ZDV�VXFFHVVIXO��7KHVH�WRSLFV�DUH�
GLVFXVVHG�LQ�GHWDLO�WKURXJKRXW�WKH�WH[W��&KDSWHU�����LQ�
SDUWLFXODU��GHVFULEHV�YDULRXV�GDWD�VPRRWKLQJ�DQG�GDWD�
SURFHVVLQJ�WHFKQLTXHV�WKDW�UHVXOW�LQ�UHOLDEOH��QRLVH�IUHH�
GDWD��&KDSWHU� ��� SHUPLWV� DQ� HYHQ� GHHSHU� DQDO\VLV� RI�
ZDONLQJ�E\�PRGHOLQJ�WKH�DFWXDO�PXVFOHV�DQG�DQDWRPLFDO�
HOHPHQWV�RI�WKH�KXPDQ�LQVWHDG�RI�VLPSOLI\LQJ�WKH�NLQHWLFV�
DV�D�QHW�IRUFH�DQG�PRPHQW�RI�IRUFH�DW�HDFK�MRLQW�DV�ZDV�
GRQH�LQ�FKDSWHUV���DQG���

&KDSWHUV����DQG����RIIHU�SRZHUIXO�WRROV�WR�H[DPLQH�
WKH�FRQVLGHUDEOH�DPRXQW�RI�GDWD�WKDW�PRGHUQ�motion-
capture�DQG�motion-analysis�VRIWZDUH�SURYLGH��&KDSWHU�
���RXWOLQHV�WKH�SULQFLSOHV�RI�dynamical systems analy-
sis��ZKLFK�LV�XVHG�WR�VWXG\�WKH�XQGHUO\LQJ�V\VWHPV�WKDW�
FRRUGLQDWH�FRPSOH[�PRWLRQV�VXFK�ZDONLQJ�DQG�UXQQLQJ��
&KDSWHU����IXUWKHU�LQWURGXFHV�principle component anal-
ysis�DQG�functional data analysis��ZKLFK�FDQ�EH�XVHG�WR�
H[WUDFW�WKH�PRVW�LPSRUWDQW�YDULDEOHV�IURP�WKH�SOHWKRUD�RI�
UHGXQGDQW�DQG�H[WUDQHRXV�YDULDEOHV�WKDW�W\SLFDO�PRWLRQ�
DQDO\VLV�VRIWZDUH�SURGXFHV��)RU�H[DPSOH��WKH�DQDO\VLV�RI�
ZDONLQJ�FDQ�UHVXOW�LQ�PRUH�WKDQ������WLPH�VHULHV�ZKHQ�
RQH� LQFOXGHV� WKH���'� WUDMHFWRULHV� RI� HDFK�PDUNHU�� WKH�
��'�OLQHDU�DQG�DQJXODU�NLQHPDWLFV�RI�HDFK�VHJPHQW�DQG�
MRLQW��DQG�DOO�WKH�NLQHWLF�PHDVXUHV�VXFK�DV�MRLQW�IRUFHV�
DQG�PRPHQWV� RI� IRUFH�� WKHLU� SRZHUV�� WKH���'�DQJXODU�
DQG�OLQHDU�PRPHQWD�RI�HDFK�VHJPHQW��DQG�WKH�FKDQJHV�LQ�
VHJPHQWDO�HQHUJ\�DQG�WKH�ZRUN�GRQH�RQ�HDFK�VHJPHQW�

NUMERICAL ACCURACY 
AND SIGNIFICANT DIGITS
7KH� IROORZLQJ� FKDSWHUV� KDYH�PDQ\� VDPSOH� SUREOHPV�
ZLWK�QXPHULFDO� VROXWLRQV��EXW�ZLWK� WKH�XVH�RI�PRGHUQ�
FDOFXODWRUV��WKH�QXPEHU�RI�VLJQL¿FDQW�GLJLWV�LQ�D�QXPHUL-
FDO� DQVZHU� QHHGV� DGGUHVVLQJ��$IWHU� SHUIRUPLQJ� FRP-
SXWDWLRQV� RQ� D� FDOFXODWRU�� \RX�RIWHQ�KDYH�PRUH� GLJLWV�
LQ�\RXU�GLVSOD\� WKDQ�\RX�FDUH� WR� UHSRUW��$� UXOH�QHHGV�
WR�EH�DSSOLHG�WR�NHHS�DQVZHUV�UHDVRQDEOH��2QH�FRQYHQ-
WLRQ�XVHG� LQ�HQJLQHHULQJ� �%HHU�HW� DO��������KROGV� WKDW�
WR�FRQVHUYH�DQ�DFFXUDF\�RI�������KLVWRULFDOO\�EDVHG�RQ�
WKH�DFFXUDF\�DFKLHYHG�E\����LQFK�VOLGH�UXOHV��RQH�QHHGV�
WKUHH�VLJQL¿FDQW�GLJLWV��XQOHVV�WKH�¿UVW�VLJQL¿FDQW�GLJLW�LV�
D�RQH��LQ�ZKLFK�FDVH�IRXU�VLJQL¿FDQW�GLJLWV�DUH�UHSRUWHG��

)RU�H[DPSOH��WKH�DFFXUDF\�RI�WKH�QXPEHU�����LV�������
�����RU�LQ�SHUFHQWDJHV

t0.5
456

w 100% " 0.1096%

,Q� FRQWUDVW�� WKH� QXPEHU� �����ZKLFK� UHSUHVHQWV� WKH�
QXPEHUV� EHWZHHQ� ������ DQG� ������� KDV� D� SHUFHQWDJH�
DFFXUDF\�RI

t0.5
105

w 100% " 0.476%

,I�ZH�DGG�D�IRXUWK�GHFLPDO�GLJLW��KRZHYHU��WKH�DFFXUDF\�
LQFUHDVHV� WR�����������ZKLFK� LV�ZHOO�XQGHU� WKH������
DFFXUDF\�WKUHVKROG��+HUH�DUH�VRPH�H[DPSOHV�RI�UHSRUWLQJ�
QXPEHUV�LQ�WKLV�ZD\�
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1RWLFH�WKDW�ZLWK�ODUJH�RU�VPDOO�GHFLPDO�QXPEHUV��VSDFHV�
DUH�DGGHG�HYHU\�WKLUG�SRVLWLRQ�IURP�WKH�GHFLPDO��7KLV�LV�
WKH�DFFHSWHG�6,�IRUPDW��KRZHYHU��LW�LV�SHUPLVVLEOH�WR�OHDYH�
RXW�WKH�VSDFH�IRU�QXPEHUV�LQ�WKH�WKRXVDQGV��DV�VKRZQ�LQ�
WKH�WKLUG�H[DPSOH��7KH�IROORZLQJ�DUH�LQFRUUHFW�IRUPV�

��������������������������������������DQG�����������

&RUUHFWO\�ZULWWHQ�WKHVH�QXPEHUV�DUH

�������������������������������������DQG��������

,W�LV�JRRG�SUDFWLFH�WR�LQFOXGH�D�]HUR�EHIRUH�WKH�GHFL-
PDO�LQ�IUDFWLRQDO�QXPEHUV�DV�LOOXVWUDWHG�E\�WKH�VHFRQG�
QXPEHU�LQ�WKH�H[DPSOHV�DERYH��,Q�FRPSOH[�SUREOHPV�LW�LV�
RIWHQ�QHFHVVDU\�WR�EUHDN�XS�D�SUREOHP�LQWR�VHYHUDO�VWHSV��
,QWHUPHGLDWH�UHVXOWV�PXVW�WKHUHIRUH�EH�UHFRUGHG�EHIRUH�
UHDFKLQJ�WKH�¿QDO�DQVZHU��,Q�VXFK�D�FDVH�� WR�PDLQWDLQ�
�����DFFXUDF\�LQ�WKH�¿QDO�DQVZHU��UHWDLQ�DQ�DGGLWLRQDO�
VLJQL¿FDQW�¿JXUH� LQ� DOO� LQWHUPHGLDWH� UHVXOWV� DQG� WKHQ�
UHSRUW�WKH�¿QDO�UHVXOW�URXQGHG�WR�WKH�UHTXLUHG�QXPEHU�
RI�VLJQL¿FDQW�GLJLWV��L�H�����RU����

2I�FRXUVH�WKH�SK\VLFDO��YHUVXV�QXPHULFDO��DFFXUDF\�
RI�DQ�DQVZHU�WR�DQ\�SUREOHP�LV�EDVHG�RQ�WKH�DFFXUDF\�RI�
WKH�GDWD�XVHG�LQ�WKH�SUREOHP��,I�D�PHDVXUHPHQW�LV�RQO\�
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DFFXUDWH� WR� WZR� VLJQL¿FDQW� GLJLWV�� WKHQ� DQ\� TXDQWLW\�
GHULYHG�IURP�WKLV�PHDVXUHPHQW�LV�DOVR�RQO\�DFFXUDWH�WR�
WZR�VLJQL¿FDQW�GLJLWV��,Q�WKLV�WH[W��KRZHYHU��ZH�DVVXPH�
WKDW� DOO�PHDVXUHPHQWV� UHSRUWHG� LQ� WKH� SUREOHPV� DUH�
DFFXUDWH�WR�WKUHH�RU�IRXU�GLJLWV�DQG�WKHUHIRUH�DOO�DQVZHUV�
PXVW�IROORZ�WKH�UXOH�RXWOLQHG�DERYH�

SUMMARY
%LRPHFKDQLFDO�DQDO\VLV�WHFKQLTXHV�DOORZ�XV�WR�VROYH�PDQ\�
SUREOHPV�LQYROYLQJ�WKH�LQWHUDFWLRQ�RI�KXPDQV�DQG�RWKHU�
DQLPDOV�ZLWK� WKH� SK\VLFDO� HQYLURQPHQW�� 6WXG\LQJ� WKH�
FRRUGLQDWHG�DFWLRQV�RI�OLPEHG�DQLPDOV�DVVLVWV�HQJLQHHUV�
LQ�GHYHORSLQJ�DVVLVWLYH�GHYLFHV��URERWV��DQG�YHKLFOHV��VXFK�
DV� WKRVH� XVHG� WR� H[SORUH� HDUWK¶V�PRRQ��8QGHUVWDQGLQJ�
WKH�W\SHV�RI�DQJXODU�PRWLRQV�WKDW�PLJKW�SXW�D�MRLQW�DW�ULVN�
IRU�LQMXU\�DOORZV�UHVHDUFKHUV�WR�GHYHORS�NQHH�EUDFHV�WKDW�
OLPLW�SRWHQWLDOO\�KD]DUGRXV�MRLQW�PRWLRQV�ZKLOH�PLQLPDOO\�
UHVWULFWLQJ�PRYHPHQW��7KH� DQDO\VLV� RI�PXVFOH� DFWLYLW\�
GXULQJ� IXQFWLRQDO�PRYHPHQWV� KDV� FRQWULEXWHG� WR� WKH�
GHVLJQ�RI� DUWL¿FLDO� OLPEV��0XVFXORVNHOHWDO�PRGHOV� DQG�
PRWLRQ�VLPXODWLRQ�SHUPLW�WKH�WHVWLQJ�RI�QRYHO�DFWLYLWLHV�
WR�GHWHUPLQH�WKHLU�IHDVLELOLW\��SK\VLRORJLFDO�UHTXLUHPHQWV��
DQG�VDIHW\��,Q�WKH�FKDSWHUV�WKDW�IROORZ��UHDGHUV�ZLOO�JDLQ�
VXI¿FLHQW�IDPLOLDULW\�ZLWK�WKHVH�WRROV�DQG�WHFKQLTXHV�WR�
EHJLQ�DSSO\LQJ� WKHP� WR� UHDO�ZRUOG�SUREOHPV��7KLV� WH[W�
XVHV�D�QXPEHU�RI�DEEUHYLDWLRQV�IRU�ELRPHFKDQLFDO�WHUPV�
ZKLFK�ZLOO�EH�LQWURGXFHG�DV�WKH\�DUH�¿UVW�XVHG��)RU�HDV\�
UHIHUHQFH��KHUH�LV�D�OLVW�RI�VRPH�RI�WKH�IUHTXHQWO\�XVHG�
DEEUHYLDWLRQV�
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URRW�PHDQ�VTXDUH
VHULHV�HODVWLF�FRPSRQHQW



denisel
This page intentionally left blank



7

KINEMATICS
Kinematics is the study of motion without regard to causes. Studying human motion in the past 
was a time-consuming, laborious, and expensive task because cinematography was employed and 
PDQXDO�PHWKRGV�ZHUH�QHHGHG�WR�H[WUDFW�WKH�WUDMHFWRULHV�RI�ERG\�SDUWV�IURP�WKH�¿OP��$GYDQFHV�LQ�
technology have automated much of the processes of capturing motion data electronically and then 
extracting the two- or three-dimensional trajectories. Such technology is now commonplace in the 
motion picture industry, but biomechanists use additional software to obtain time derivatives of the 
various trajectories or combine the trajectories to reconstruct the motions of body segments and 
MRLQWV�VR�WKDW�GLIIHUHQFHV�LQ�PRWLRQ�SDWWHUQV�FDQ�EH�UHDGLO\�LGHQWL¿HG��.LQHPDWLFV�LV�DOVR�WKH�¿UVW�
step to analyses by inverse dynamics (covered in part II) that estimate the causes of the motion. In 
this part, chapter 1 outlines how to record two-dimensional kinematics electronically, photographi-
cally, and videographically and how to extract digital data from the recordings. Chapter 2 outlines 
the additional mathematics and processing needed for three-dimensional kinematics. Note that 
chapter 12 outlines data smoothing techniques that are also important to the valid processing of 
kinematics, particularly accelerations. Several of the appendixes also have information concern-
ing electronics (appendix C) and mathematical principles (appendixes D and E) that are required 
for data collection and analysis in kinematics. Note that text in boldface is a concept described in 
the glossary at the end of the book.

PART I
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Chapter 1

Planar Kinematics
D. Gordon E. Robertson and Graham E. Caldwell

Kinematics is the study of bodies in motion 
without regard to the causes of the motion. It is 
concerned with describing and quantifying both 

the linear and angular positions of bodies and their time 
derivatives. In this chapter and the next, we

 Ź examine how to describe a body’s position;
 Ź describe how to determine the number of indepen-
dent quantities (called degrees of freedom) necessary 
to describe a point or a body in space;

 Ź explain how to measure and calculate changes in 
linear position (displacement) and the time deriva-
tives velocity and acceleration;

 Ź define how to measure and calculate changes in 
angular position (angular displacement) and the time 
derivatives angular velocity and angular acceleration;

 Ź describe how to present the results of a kinematic 
analysis; and

 Ź explain how to directly measure position, velocity, 
and acceleration by using motion capture systems 
or transducers.

Examples showing how kinematic measurements 
are used in biomechanics research and, in particular, 
methods for processing kinematic variables for planar 
(two-dimensional; 2-D) analyses are presented in this 
chapter. In chapter 2, additional concepts for collecting 
and analyzing spatial (three-dimensional; 3-D) kinemat-
ics are introduced.

Kinematics is the preferred analytical tool for 
researchers interested in questions such as these: Who 
is faster? What is the range of motion of a joint? How 
GR�WZR�PRWLRQ�SDWWHUQV�GLIIHU"�$Q�LPSRUWDQW�DSSOLFDWLRQ�
of kinematic data is their use as input values for inverse 
dynamics analyses performed to estimate the forces and 
moments acting across the joints of a linked system of 
rigid bodies (see chapters 5, 6, and 7). Thus, kinematic 
analysis may be an end in itself or an intermediate step 
that enables subsequent kinetic analysis. Whether kine-
matic variables are the primary goal of a research project 

RU�PHUHO\�WKH�¿UVW�VWHS�LQ�D�VHULHV�RI�DQDO\VHV��WKH\�QHHG�
WR�EH�TXDQWL¿HG�DFFXUDWHO\�

DESCRIPTION OF 
POSITION
To quantitatively describe the position of a point or body, 
ZH�PXVW�¿UVW�LGHQWLI\�WKH�WRROV�ZH�ZLOO�XVH��2XU�PDLQ�
tool is the Cartesian coordinate system, within which we 
HVWDEOLVK�RQH�RU�PRUH�IUDPHV�RI�UHIHUHQFH��2QH�WKDW�LV�
GHVLUDEOH�EXW�QRW�DOZD\V�QHFHVVDU\�WR�GH¿QH�LV�DQ�inertial 
or Newtonian frame of reference, which is also called an 
absolute reference system, a global reference system, or 
a global coordinate system (GCS). This type of reference 
V\VWHP�LV�FRQVWUXFWHG�IURP�VWDWLRQDU\�D[HV�WKDW�DUH�¿[HG�
in their orientation so that the X-axis is parallel to the 
ÀRRU��7KH�FRRUGLQDWH�V\VWHP�LV�GH¿QHG�E\

 Ź DQ�RULJLQ�GH¿QHG�E\�WKH���'�FRRUGLQDWHV��������RU�WKH�
��'�ORFDWLRQ�����������DQG

 Ź two or three mutually orthogonal (at right angles to 
each other) axes, each passing through the origin.

In this chapter, we adhere to the GCS-axis convention 
adopted by the International Society of Biomechanics 
�,6%���VKRZQ�LQ�¿JXUH������,Q�WKLV�GH¿QLWLRQ��WKH�X-axis 
direction corresponds to the principal horizontal direc-
tion of motion. The Y-axis is orthogonal to the X-axis, 
pointing upward vertically, whereas the Z-axis is a 
right-perpendicular to the X-Y plane (approximately 
medial-lateral to the subject). Note that an axis system 
can be right-handed or left-handed. The GCS described 
here is a right-handed system, with the third axis (Z) 
pointing to the right with respect to the plane formed by 
the X- and Y�D[HV��VHH�¿JXUH�������5LJKW�KDQGHG�D[HV�DUH�
by convention the most common system.

In other texts, readers will encounter coordinate sys-
tems that do not follow the ISB convention. In principle, 
axis designations are arbitrary and easily understood as 
ORQJ�DV�WKH�UHVHDUFKHU�GH¿QHV�ZKLFK�RQH�LV�EHLQJ�XVHG��
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10 ` Research Methods in Biomechanics

Some mathematics and engineering textbooks, most 
force platform manufacturers, and many 3-D biome-
chanics applications (such as those in chapters 2 and 7) 
RIWHQ�XVH�*&6V�WKDW�GLIIHU�IURP�WKH�,6%�VSHFL¿FDWLRQ��
,Q�WKH�¿HOG�RI���'�ELRPHFKDQLFV��IRU�H[DPSOH��RIWHQ�WKH�
Y-axis corresponds with the principal horizontal direc-
tion of movement, the X-axis is orthogonal to the Y-axis 
in the horizontal plane (approximately medial-lateral to 
the subject), and the Z-axis is a right-perpendicular to 
the horizontal X-Y plane, pointing upward vertically. To 
familiarize readers with some of these differences, we 
chose to use various conventions in this text. In each 
FKDSWHU�� WKH� FRQYHQWLRQ� DGRSWHG� LV� FOHDUO\� VWDWHG��$V�
stated earlier, the system in this chapter adheres to the 
ISB convention, and we use the X-Y plane to discuss sag-
ittal plane movement. This convention is the most com-
monly used 2-D system in the biomechanics literature.

The designation of the origin is the cornerstone for our 
DELOLW\�WR�TXDQWLI\�SRVLWLRQ�ZLWKLQ�WKH�*&6��$Q\�SRLQW�
in the GCS can be described by its position in relation 
to the origin, given by its coordinates in 2-D (X, Y) or 
3-D (X, Y, Z)��DV�VKRZQ�LQ�¿JXUH������$OWKRXJK�WKH�H[DFW�
location of the origin is arbitrary, in biomechanics it is 
usually placed at ground level in a convenient location 
with respect to the motion studied. For example, when a 
force platform is used, the center or a corner of the force 
platform is a suitable location for the origin.

Now that we have established our reference system, 
we can use it to describe the location of any point of 
LQWHUHVW��VXFK�DV�WKH�SRVLWLRQV�RI�PDUNHUV�DI¿[HG�WR�WKH�

subject at palpable bony landmarks on or near joint 
centers. However, to describe the position of an object, 
or rigid body��UDWKHU�WKDQ�D�VSHFL¿F�SRLQW��ZH�QHHG�WR�
specify additional information. First, we must describe 
WKH�ORFDWLRQ�RI�D�VSHFL¿F�SRLQW�RQ�RU�ZLWKLQ�WKH�REMHFW��
such as the coordinates of its center of mass (see chapter 
3) or its proximal and distal ends. In addition, because the 
REMHFW�KDV�D�¿QLWH�YROXPH�DQG�VKDSH��ZH�PXVW�GHVFULEH�
its orientation with respect to our established reference 
axes. To do this, we establish a second reference frame 
that has its origin and axes attached to, and therefore is 
DEOH�WR�PRYH�ZLWK��WKH�ERG\��¿JXUH�������,Q�JHQHUDO��WKLV�
is known as a relative or local coordinate system (LCS); 
when applied to a human body segment, this system may 
also be called an anatomical, cardinal, or segmental 
coordinate system��2IWHQ�� WKH�/&6�RULJLQ�LV�SODFHG�DW�
the segmental center of mass or at the proximal joint 
center, and the axes are aligned to roughly coincide with 
the GCS when the subject is in the anatomical position.

The relative positioning of the LCS axes with respect 
WR� WKH�*&6�GH¿QHV� WKH� RULHQWDWLRQ� RI� D� ULJLG� ERG\�RU�
VHJPHQW��$W�OHDVW�WKUHH�DQJOHV�RI�URWDWLRQ�DUH�QHHGHG�WR�
describe the LCS orientation in 3-D. Several different sets 
of angles can be used to specify the LCS orientation, but 

E5144/Robertson/fig1.1/414830/alw/r1-pulled 
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 ŸFigure 1.1 A right-handed GCS using the con-
vention adopted by the ISB. The subject’s movement 
progresses along the X-axis.
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 ŸFigure 1.2 Example of point locations and Car-
tesian coordinates in the GCS depicted in figure 1.1. 
Points are located using their (X, Y, Z) coordinate 
triplets. Point A is on the X-Z “floor” of the GCS, 1 unit 
along the X-axis and 2 units along the Z-axis. Point 
B is on the X-Y “wall” of the GCS, 1.2 units along the 
X-axis and 2 units along the Y-axis. Point C is located 
1.2 units along the X-axis, 1.5 units along the Y-axis, 
and 1 unit along the Z-axis.
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each of these sets contains three independent angles. For 
example, the system used by the aircraft industry uses the 
terms yaw, pitch, and roll. Yaw is a left-right rotation of a 
SODQH�LQ�ÀLJKW��SLWFK�LV�D�QRVH�XS±QRVH�GRZQ�PRWLRQ��DQG�
roll is rotation about the plane’s long axis. These rotations 
correspond to rotations about the Y- (vertical), Z- (lateral), 
and X���DQWHURSRVWHULRU��D[HV�GH¿QHG�LQ�WKH�,6%¶V�*&6�
convention. More complete descriptions of the LCS and 
3-D angles of rotation are given in chapter 2.

DEGREES OF FREEDOM
From the preceding discussion, we see that the location 
of a given point in space can be described by the three 
pieces of information contained in its coordinate loca-
tion (X, Y, Z). The complete description of a rigid body, 
however, requires six pieces of information: the (X, Y, 
Z) location of its center of mass and the three angles 
that describe its orientation. The number of independent 
SDUDPHWHUV��SLHFHV�RI�LQIRUPDWLRQ��WKDW�XQLTXHO\�GH¿QH 
the location of a point or body is known as the object’s 
GHJUHHV�RI�IUHHGRP��'2)���7KXV��D�SRLQW�KDV�WKUHH�'2)��
ZKHUHDV�D�ULJLG�ERG\�KDV�VL[�'2)��¿JXUH����a).

$OWKRXJK�WKH�FRPSOHWH�GHVFULSWLRQ�RI�PRWLRQ�LQYROYHV�
spatial (3-D) movement, in many cases human motion can 
EH�GHVFULEHG�SULPDULO\�LQ�RQH�VSHFL¿F�SODQH��)RU�H[DPSOH��
walking and running involve relatively large excursions 
RI�VHJPHQWV�ZLWKLQ�WKH�VDJLWWDO�SODQH�GH¿QHG�E\�WKH�X- and E5144/Robertson/fig1.3/414832/alw/r1-pulled 
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 ŸFigure 1.3 LCS attached to an object located 
within the GCS.
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 ŸFigure 1.4 (a) DOF in a 3-D coordinate system. The seg-

mental endpoint p can be described by its (X, Y, Z) coordinates 
and thus has three DOF. To describe the position of the segment 
itself, three angles (!Xx , !Yy , and !Zz ) that describe the orienta-
tion of the LCS axes x, y, and z with respect to the GCS axes 
X, Y, and Z must be specified. Thus, in 3-D, a rigid body has 
six DOF (X, Y, Z, !Xx , !Yy , and !Zz ). (b) DOF in a 2-D coordinate 
system. The segmental endpoint p can be described by its (X, 
Y) coordinates and thus has two DOF. To describe the position 
of the segment itself, an angle ! describing the orientation of 
the segment with respect to the GCS axes X and Y must be 
specified. Thus, in 2-D, a rigid body has three DOF (X, Y, and !).
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 ŸFigure 1.5 Markers used in the collection of kinematic data with imaging systems. Shown are typical passive 
reflective sphere markers used with video systems. On the left are active IRED markers that pulse infrared 
light to signify their locations to a base sensing receiver. A Canadian 25-cent coin (a quarter) is shown for size  
comparison.

Y-axes of the GCS. Movements in the frontal and trans-
verse planes exhibit less range of motion during walking 
or running. Therefore, many of the essential details of 
motion for walking and running can be determined from 
D�VDJLWWDO�SODQH�DQDO\VLV��7KLV�VLPSOL¿HV�PHDVXUHPHQW��
analysis, and interpretation for describing a movement 
and serves as an excellent starting place for understand-
ing movements that are mainly planar in nature. The 
LPPHGLDWH�DGYDQWDJH�LV�D�UHGXFWLRQ�LQ�'2)�IURP�WKUHH�
(X, Y, Z) to two (X, Y) to describe the position of a point. 
)RU�D�ULJLG�ERG\�LQ�WZR�GLPHQVLRQV��WKH�'2)�DUH�UHGXFHG�
from six to three, with only two coordinates (X, Y) and 
one angle (!)�VHUYLQJ�WR� ORFDWH� WKH�REMHFW��¿JXUH����b) 
in the plane. The remainder of this chapter focuses on 
planar (2-D) kinematics. However, many of the concepts 
raised within the context of planar kinematics also apply 
to spatial (3-D) kinematics, as described in chapter 2.

KINEMATIC DATA 
COLLECTION
The most common method for collecting kinematic data 
uses an imaging or motion-capture system to record 

WKH�PRWLRQ�RI�PDUNHUV�DI¿[HG�WR�D�PRYLQJ�VXEMHFW��IRO-
lowed by manual or automatic digitizing to obtain the 
coordinates of the markers. These coordinates are then 
processed to obtain the kinematic variables that describe 
segmental or joint movements. The most common imag-
ing systems use video, digital video, or charge-coupled 
GHYLFH��&&'��FDPHUDV��H�J���$3$6��(OLWH��9LFRQ�0RWXV��
Qualisys, and SIMI). They record motion using ambient 
OLJKW�RU�OLJKW�UHÀHFWHG�E\�PDUNHUV�DI¿[HG�WR�WKH�ERG\�
�¿JXUH� ������ ,Q� ODERUDWRU\� VHWWLQJV�� WKH� FDPHUDV� KDYH�
WKHLU� RZQ� OLJKWV� DQG� WKH�PDUNHUV� KDYH� UHÀHFWLYH� WDSH�
WKDW� DPSOL¿HV� WKH�PDUNHU¶V�EULJKWQHVV� FRPSDUHG�ZLWK�
WKH� VNLQ�� FORWKLQJ�� DQG�EDFNJURXQG��2WKHU� YLGHR� V\V-
tems use infrared light or infrared cameras to identify 
PDUNHU�ORFDWLRQV��6RPH�V\VWHPV�XVH�UHÀHFWLYH�LQIUDUHG�
OLJKW��DV�GR�9LFRQ�1H[XV�DQG�0RWLRQ�$QDO\VLV�&RUWH[���
ZKHUHDV�RWKHUV��H�J���1',¶V�2SWRWUDN��XVH�DFWLYH�LQIUDUHG�
OLJKW�HPLWWLQJ�GLRGHV��,5('V���$FWLYH�PDUNHU�V\VWHPV�
UHTXLUH�D�FRQWURO�XQLW�WKDW�SXOVHV�WKH�LQGLYLGXDO�,5('V�
LQ�VHTXHQFH�IRU�FRUUHFW�PDUNHU�LGHQWL¿FDWLRQ�

To study planar motion, a single camera placed with 
its optical axis perpendicular to the plane of motion is 
VXI¿FLHQW��+RZHYHU��PDQ\� ODERUDWRULHV� XVH�PXOWLSOH�
cameras to record 3-D coordinates from both sides of 
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WKH�ERG\��¿JXUH�������/RFDWLQJ���'�FRRUGLQDWHV�UHTXLUHV�
only two cameras. However, because markers may be 
blocked by a body part or may rotate out of the line of 
sight of either camera, multicamera systems grant a view 
of each marker by at least two cameras throughout the 
movement. Thus, a multicamera system is advantageous 
even for studying planar movements. In addition, with 
multicamera systems, the exact placement and orienta-
tion of each camera are not critical, as readers will see 
in the following discussion of calibration.

2QH�RI�WKH�DGYDQWDJHV�RI�PRGHUQ�LPDJLQJ�V\VWHPV�LV�
that most of them have automated digitizing that quickly 
calculates and displays the coordinate position data 
from multiple markers throughout an entire movement 
sequence. Before the advent of such systems, 16 mm 
FLQH¿OP�ZDV�XVHG� WR� UHFRUG�KXPDQ�PRWLRQ��&LQH¿OP�
KDV�D�QXPEHU�RI�DGYDQWDJHV�RYHU�YLGHR��LQFOXGLQJ�¿QHU�
resolution and a wide range of shutter and camera speeds. 
&LQH¿OP�DQDO\VLV�� KRZHYHU�� UHTXLUHV� WLPH�FRQVXPLQJ�
manual digitizing of coordinates, and a few seconds 
RI�¿OP�WDNH�KRXUV� WR�GLJLWL]H��:KHQ�WKLV� OLPLWDWLRQ� LV�
FRXSOHG�ZLWK� WKH�GHOD\V�DVVRFLDWHG�ZLWK�¿OP�SURFHVV-
ing, long turnaround times are the norm. Furthermore, 
EHFDXVH� WKHUH� LV� QR�ZD\� WR� YLHZ� WKH� ¿OP� GXULQJ� RU�
LPPHGLDWHO\� DIWHU�¿OPLQJ�� HUURUV� LQ� SKRWRJUDPPHWU\�
(focus, lighting, shutter speed) or camera alignment are 
discovered long after the subject has left the laboratory. 
9LGHR�V\VWHPV�SHUPLW�UHDO�WLPH�YLHZLQJ�RI�VXEMHFWV�DQG�
immediate replay so the user can check the accuracy of 
the recorded images.

E5144/Robertson/fig1.6/414835/alw/r1-pulled 
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 ŸFigure 1.6 Typical multicamera (seven) setup 
found in a laboratory for studying human motion. 
This view is from directly overhead, looking down 
at the laboratory floor with its imbedded force plate 
(gray rectangle). The subject movement direction is 
indicated by the arrow.

Principles of Photogrammetry
$FFRUGLQJ�WR�WKH�$PHULFDQ�6RFLHW\�IRU�3KRWRJUDPPHWU\�
DQG�5HPRWH�6HQVLQJ���������photogrammetry is the “art, 
science, and technology of obtaining reliable informa-
tion about physical objects and the environment through 
processes of recording, measuring, and interpreting 
images.” Biomechanists mostly concern themselves 
with the factors essential for obtaining clear images on 
photographic or videographic media. Few biomechanists 
today use photography or cinematography to collect 
data because of the high cost and the long processing 
and manual digitizing times that these methods require. 
9LGHRJUDSK\�LV�D�PXFK�PRUH�FRPPRQ�PHWKRG��EXW�ZLWK�
all of these mediums, many of the same principles are 
encountered in the quest to create usable photographic 
images. In this section, we discuss the factors most 
LPSRUWDQW� WR� WKH� ELRPHFKDQLFV� UHVHDUFKHU��2QH� LVVXH��
perspective error, is discussed in a later section, Cali-
bration of Imaging Systems. More detailed information 
about photography, cinematography, and videography, 
VXFK� DV� WKH�$GGLWLYH�3KRWRJUDSKLF�([SRVXUH�6\VWHP�
�$3(;���PXVW�EH�REWDLQHG�IURP�VSHFLDOL]HG�VRXUFHV�

Field of view LV�GH¿QHG�DV�WKH�UHFWDQJXODU�DUHD�VHHQ�E\�
WKH�UHFRUGLQJ�PHGLXP��¿OP��YLGHR��WKURXJK�WKH�FDPHUD¶V�
RSWLFV��VHH�¿JXUH�������&DUH�PXVW�EH�WDNHQ�WR�HQVXUH�WKDW�
WKH�PRYHPHQW� IDOOV�ZLWKLQ� WKH�FDPHUD¶V�¿HOG�RI�YLHZ��
Motion before and after the period of interest also must 
be recorded to prevent inaccuracy near the ends of the 
coordinate data record that might result from the smooth-
ing process (see chapter 12, as well as Signal, Noise, and 
Data Smoothing later in this chapter). Unfortunately, this 
may reduce the size of the subject’s image, which should 
be as large as possible to improve the signal-to-noise 
UDWLR��$�OHVV�REYLRXV�SUREOHP�LV�WKDW�WKH�GLJLWL]LQJ�V\VWHP�
XVHG�WR�TXDQWLI\�WKH�PRWLRQ�PD\�UHGXFH�WKH�UHFRUGHG�¿HOG�
RI�YLHZ�WKURXJK�D�VOLJKW�PDJQL¿FDWLRQ�WKDW�HIIHFWLYHO\�
KLGHV�PDUNHUV�DV� WKH\�DSSURDFK� WKH�HGJHV�RI� WKH�¿HOG�
of view. Furthermore, motion at the edges of the image 
may be distorted as a result of poor optics or the use of a 
wide-angle lens. It is generally a good idea to ensure that 
the trajectories of markers do not pass near the edges of 
WKH�¿HOG�RI�YLHZ�RI�HDFK�FDPHUD�LQ�WKH�V\VWHP�

2QH� RI� WKH�PRVW� LPSRUWDQW� FRQFHUQV�ZKHQ� RQH� LV�
recording the motion of markers is the exposure time, 
which in a photographic system is related to the camera 
speed and shutter speed. Exposure time is the duration 
of time that the recording medium is exposed to light 
passing through the camera’s lens. Camera speed, also 
called the frame rate, is how fast the camera records 
images on the medium. Typical video cameras record 
DW����IUDPHV�SHU�VHFRQG��ISV��LQ�176&�IRUPDW��1RUWK�
$PHULFD��DQG����ISV�LQ�6(&$0�RU�3$/�IRUPDW��(XURSH���
depending on the line frequency of the electrical system 
����+]�LQ�1RUWK�$PHULFD�����+]�LQ�(XURSH���6WDQGDUG�
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FLQH�FDPHUDV�XVHG�IRU�¿OPLQJ�PRYLHV�UHFRUG�DW����ISV��
but cameras typically used by biomechanists record 
IURP�����WR�����ISV��6SHFLDOO\�GHVLJQHG�YLGHR�FDPHUDV�
UHFRUG�DW�UDWHV�VXFK�DV����������DQG�����ISV��DQG�H[SHQ-
VLYH�GLJLWDO�V\VWHPV�UHDFK������ISV��'RXEOLQJ�WKH�OLQH�
frequency or recording two or more images per frame 
achieves these rates.

$�WHFKQLTXH�XVHG�E\�VRPH�YLGHR�GLJLWL]LQJ�V\VWHPV�LV�
WR�VHSDUDWH�LQWHUODFHG�YLGHR�LPDJHV��$QDORJ�RU�WHOHYLVLRQ�
video records images as two frames with only half of 
WKH�OLQHV�RQ�D�YLGHR�VFUHHQ�UHIUHVKHG�HDFK�����WK��1RUWK�
$PHULFD�� RU� ����WK� �(XURSH�� RI� D� VHFRQG��6HSDUDWLQJ�
WKH�RGG�DQG�HYHQ�VFUHHQ� OLQHV� LQWR� WZR�¿HOGV� UHGXFHV�
the image quality but doubles the frame rate, producing 
DUWL¿FLDO�IUDPH�UDWHV�RI����RU����ISV��7KLV�DOVR�PHDQV�
that markers appear to shift up and down at the rate of 
���RU����+]��/RZ�SDVV�¿OWHULQJ�WKH�GDWD�RU�GLJLWL]LQJ�D�
stationary marker eliminates this problem. This doubling 
technique is recommended for recording fast motions, 
but when slow motions are to be analyzed, use the full 
video frame for better picture quality.

Clearly, the faster a camera records images, the 
shorter the exposure time is. If the camera is running 
DW����ISV��WKH�H[SRVXUH�WLPH�PXVW�EH�OHVV�WKDQ������V��
Most cameras use a shutter that can change the exposure 
WLPH�WR�DV�OLWWOH�DV��������V��:KHQ�PDUNHUV�DUH�SRRUO\�
lit, these brief exposure times may reduce visibility and 
prevent automatic digitizers from locating the marker’s 
FRRUGLQDWHV��,Q�FRQWUDVW��D�ORQJ�VKXWWHU�VSHHG��H�J��������
s) makes a fast-moving marker look like a streak across 
the screen instead of a single spot. In general, shutter 
VSHHGV�RI�������RU��������V�SUHYHQW�VWUHDNLQJ�DQG�PDNH�
digitizing the coordinates of the marker more reliable. 
6XI¿FLHQW�OLJKW�PXVW�EH�DYDLODEOH�WR�XVH�WKHVH�H[SRVXUH�
WLPHV��8VLQJ� D� FDPHUD�PRXQWHG� OLJKW� DQG� UHÀHFWLYH�
markers will help to ensure visibility, as will using larger 

markers and brighter lights and moving the 
camera or, preferably, the lights closer to the 
markers. When recording new types of motion, 
run a pilot test using different shutter speeds, 
marker sizes, and lighting arrangements to 
determine the optimal setup.

7KH�¿QDO�PDMRU�SKRWRJUDSKLF�FRQVLGHUDWLRQ�
concerns focus and GHSWK�RI�¿HOG, which refer to 
the distance in front of and behind the subject 
that is considered to be “in focus.” The cam-
era’s distance setting should be set equal to the 
distance between the lens and the object being 
¿OPHG��7KLV� GLVWDQFH� LV� FDOOHG� WKH�principal 
distance. This number is marked on the camera 
lens and may be set manually or determined 
E\�DXWRIRFXVLQJ��$XWRIRFXVLQJ�JHQHUDOO\�LV�QRW�
useful in biomechanics because the camera may 
focus on the background or some other object 

LI�WKH�VXEMHFW�LV�QRW�LQ�WKH�¿HOG�RI�YLHZ�ZKHQ�UHFRUGLQJ�
VWDUWV��7KHQ��DV�WKH�VXEMHFW�HQWHUV�WKH�¿HOG�RI�YLHZ��WKH�
optics refocus and temporarily blur the image until the 
camera can focus on the moving subject. Thus, when 
you are using autofocus, it is best to autofocus with the 
VXEMHFW�VWDQGLQJ�VWLOO�LQ�WKH�PLGGOH�RI�WKH�¿HOG�RI�YLHZ�
DQG�WKHQ�WXUQ�RII�WKH�DXWRIRFXVLQJ�V\VWHP��$OWHUQDWLYHO\��
measure the distance from the camera to the plane of 
motion and then set this distance manually on the lens.

$OWKRXJK�JHQHUDOO\�QRW�D�IDFWRU�ZLWK�YLGHR�FDPHUDV��
D�FDPHUD¶V�DSHUWXUH�VHWWLQJ�KDV�VHYHUDO�LPSRUWDQW�LQÀX-
HQFHV�RQ�SLFWXUH�TXDOLW\�DQG�GHSWK�RI�¿HOG��0RGHUQ�YLGHR�
cameras have automatic irises that dilate and constrict 
like biological eyes, permitting more or less light through 
the lens to produce a correctly exposed image. If too 
much light enters the lens during a long exposure time, 
the image will be overexposed, making digitizing dif-
¿FXOW�RU�LPSRVVLEOH��)RU�H[DPSOH��LI�WZR�PDUNHUV�DUH�FORVH�
together in an overexposed image, they may appear to 
be one marker. In contrast, if too little light is available 
because of poor lighting or brief exposure times, the 
markers will be underexposed and may be indistinguish-
able by the digitizing system. By changing the aperture 
of the lens, the user permits more or less light to reach 
WKH�¿OP��7KH�aperture of a lens is the size of the opening 
of the lens’s iris. The iris typically is a set of “leaves” 
that open and close to change the amount of light that 
passes through the lens. The f-number or f-stop of a lens 
is the ratio of the aperture of the lens divided by the focal 
length, which is the apparent distance between the front 
RI�WKH�OHQV�DQG�WKH�UHFRUGLQJ�PHGLXP��$V�WKH�LULV�FORVHV��
less light passes through the lens. Even with a completely 
open iris, however, some light is lost between the front 
of the lens and the back because of imperfections in the 
RSWLFDO�JODVV��¿OWHUV��DQG�OHQV�FRDWLQJV�DQG�WKH�UHIUDFWLRQ�
DQG�UHÀHFWLRQ�RI�OLJKW�ZLWKLQ�WKH�OHQV�EDUUHO�
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 ŸFigure 1.7 Photographic dimensions.
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Each lens is marked with its maximum possible aper-
ture. For example, a standard lens may be rated with an 
f-stop of 2, which means it will reduce the light by one-
quarter with its iris fully open. Standard f-stops are based 
on powers of the root of 2 and rounded off to simplify 
their application. Table 1.1 shows standard f-stops and 
the amount of light each one restricts through the lens. 
$W�HDFK�KLJKHU�I�VWRS��WKH�DPRXQW�RI�OLJKW�SHUPLWWHG�WR�
UHDFK�WKH�¿OP�LV�KDOYHG��7KXV��LQFUHDVLQJ�WKH�I�VWRS�IURP�
I���WR�I��������I�VWRS��UHGXFHV�WKH�OLJKW�E\������&RQYHUVHO\��
HDFK�GHFUHDVH�LQ�I�VWRS��VXFK�DV�IURP�I����WR�I����GRXEOHV�
WKH�DPRXQW�RI�OLJKW�WKDW�UHDFKHV�WKH�¿OP��=RRP�OHQVHV��DV�
a result of their complex structure, reduce the amount of 
OLJKW�WKDW�SDVVHV�WKURXJK�WKHP�E\�EHWZHHQ��������I�VWRSV��
and 1/32 (5 f-stops).

&KDQJLQJ�WKH�DSHUWXUH�DOVR�DIIHFWV�WKH�GHSWK�RI�¿HOG��
$V�WKH�LULV�FORVHV�GRZQ��LV�FKDQJHG�WR�D�KLJKHU�I�VWRS���
there is less curvature in the part of the lens that focuses 
the image. This keeps the image in focus better and 
ZLGHQV�WKH�GHSWK�RI�¿HOG��6RPH�OHQVHV�VKRZ�WKH�UHODWLRQ-
VKLS�EHWZHHQ�WKH�GHSWK�RI�¿HOG�DQG�DSHUWXUH��PDNLQJ�LW�
possible to determine what region on either side of the 
focal distance will be in focus in the image. This usually 
is not possible on zoom lenses, however, because the 
IRFDO�OHQJWK�RI�WKH�OHQV�DOVR�DIIHFWV�WKH�GHSWK�RI�¿HOG��
For example, lenses with long focal lengths—telephoto 
OHQVHV²PDJQLI\�WKH�LPDJH�DQG�UHGXFH�WKH�GHSWK�RI�¿HOG��
Conversely, wide-angle lenses reduce the image size, 
DOORZLQJ�ODUJHU�¿HOGV�RI�YLHZ��EXW�LQFUHDVH�WKH�GHSWK�RI�
¿HOG��+RZHYHU��ZLGH�DQJOH�OHQVHV�VKRXOG�EH�DYRLGHG�IRU�
biomechanics research because they distort the image 
DQG�FUHDWH�DUWL¿FLDO�PRWLRQV�WKDW�PXVW�EH�FRUUHFWHG�ZLWK�
complex transformations.

Calibration of Imaging 
Systems
For any system of collecting kinematic data, a suit-
able means of calibration must be used to ensure that 
the image coordinates are correctly scaled to size. For 
imaging systems, there are two basic methods. For 2-D 
systems with one camera, the simplest method is to use a 

calibrated ruler or surveyor’s rod placed in the subject’s 
plane of motion. The camera must be perpendicular to 
the plane of motion; otherwise, there will be linear dis-
WRUWLRQV�RI�WKH�W\SHV�VKRZQ�LQ�¿JXUH����b. By digitizing 
the length of the ruler, a scaling factor (s) is determined 
for scaling in both directions (X, Y), that is,

 
s = Actual length (meters)

Digitized length (meters)  
(1.1)

 x = su  (1.2)

 y = sv  (1.3)

where u and v are the digitized coordinates of a marker 
and x and y DUH�WKH�VFDOHG�FRRUGLQDWHV��VHH�¿JXUH����a).

The preferred method of calibration—essential for 
multicamera systems—is to establish a series of con-
trol points. Control points are markers, attached to a 
VWUXFWXUH�RU�DI¿[HG�WR�WKH�¿OP�VLWH�RU�ODERUDWRU\��ZKRVH�
H[DFW�FRRUGLQDWHV�DUH�NQRZQ��)RU�H[DPSOH��¿JXUH����a 
shows a grid of 15 points on a board used to calibrate 
planar motion across a laboratory walkway. For 2-D 
analyses, at least four noncollinear points are required. 
$W� OHDVW� VL[�QRQFRSODQDU� ORFDWLRQV�RQ�D���'�VWUXFWXUH�
DUH�QHHGHG�IRU���'�DQDO\VHV��)LJXUH������b and c, shows 
several 3-D structures with control points for calibrating 
LQ�WKUHH�GLPHQVLRQV��2WKHU�W\SHV�RI�FRQWURO�SRLQW�VWUXF-
WXUHV�DUH�DOVR�XVHG��VXFK�DV�:ROWULQJ¶V��������PHWKRG��
which uses several views of a plane of markers. Some 
FRPPHUFLDO�V\VWHPV�¿OP�D�FDOLEUDWHG�ZDQG��¿JXUH����d) 
that is wafted around the volume of the movement space 
�'DSHQD�HW�DO��������

$IWHU� WKH� FRQWURO� SRLQWV� DUH� ¿OPHG�� HTXDWLRQV� DUH�
computed to scale the digitized coordinates into real 
metric units. In single-camera 2-D setups, image dis-
tortion resulting from misalignment of the camera’s 
optical axis perpendicular to the plane of motion can be 
corrected. The common method of enabling the trans-
formation of the data from digitized coordinates to real 
metric units is called fractional linear transformation 
(FLT) when applied to two dimensions or direct linear 
transformation (DLT) when applied to three dimensions 

Table 1.1 Standard Photographic Apertures, Exposure Times, and Film Speeds

APEX valuea 0 1 2 3 4 5 6 7 8 9 10

$SHUWXUH��I�VWRS� 1 ��� 2 ��� � 5.6 � 11 16 22 32

Exposure time (s) 1 1/2 ��� ��� 1/15 ���� ���� 1/125 ����� ����� ������

)LOP�VSHHG��,62�
RU�$6$�b

 
3

 
6

 
12

 
25

 
��

 
���

 
���

 
���

 
���

 
����

 
����

a$3(;�VWDQGV�IRU�WKH�$GGLWLYH�3KRWRJUDSKLF�([SRVXUH�6\VWHP��(DFK�LQFUHDVH�LQ�$3(;�YDOXH�LQGLFDWHV�D�GHFUHDVH�LQ�WKH�OLJKW�OHYHO�E\�RQH�KDOI�
b(DFK�IDVWHU�¿OP�VSHHG�UHTXLUHV�KDOI�WKH�DPRXQW�RI�OLJKW�WKDW�WKH�SUHYLRXV�VSHHG�QHHGHG�IRU�SURSHU�H[SRVXUH�
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b ŸFigure 1.8 Comparison of scale factor method (a) and fractional linear transform method (b) for transforming 
digitized images to real-life measurements.
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 ŸFigure 1.9 Types of calibration structures for 3-D motion 
calibration.

�$EGHO�$]L]�DQG�.DUDUD�������:DOWRQ�������:ROWULQJ�
�������7KH�GLJLWL]HG�FRRUGLQDWHV�WKDW�UHVXOW�DUH�VDLG�WR�EH�
UH¿QHG rather than scaled because the data are altered 
in a more complex way.

When a camera is tilted with respect to the plane of 
PRWLRQ��GLVWDQFHV�DUH�GLVWRUWHG�DV�LOOXVWUDWHG�LQ�¿JXUH�

���b. FLT and DLT correct these types of 
errors. In 2-D analyses, however, perspective 
errors may occur in which objects appear 
to shorten as they move farther from the 
FDPHUD��2QH�ZD\� WR�PLQLPL]H� WKLV� HIIHFW�
is to use a telephoto lens and to zoom in on 
WKH�VXEMHFW�WR�PDNH�WKH�PRWLRQ�¿OO�DV�PXFK�
DV�SRVVLEOH�RI� WKH� FDPHUD¶V�¿HOG�RI�YLVLRQ��
7KLV�WHFKQLTXH�ÀDWWHQV�WKH�VXEMHFW��UHGXFLQJ�
SHUVSHFWLYH�HUURUV��2I�FRXUVH��RQH�QHHGV�D�
large enough room and clear lines of view 
to use this method. The FLT equation takes 
the form

 
x =

c1u + c2v + c3
1+ c7u + c8v  

�����

 
y =

c4u + c5v + c6
1+ c7u + c8v  

(1.5)

where c1 to c��DUH�WKH�FRHI¿FLHQWV�RI�WKH�)/7��
u and v are the digitized marker coordinates, 

and x and y DUH�WKH�PDUNHU¶V�UH¿QHG�FRRUGLQDWHV�LQ�PHWULF�
units. Note that when the camera’s optical axis is very 
close to perpendicular to the calibration plane, the coef-
¿FLHQWV�c2, c�, c7, and c��DUH�QHDUO\�]HUR��7KH�FRHI¿FLHQWV�c1 
and c5 become scaling factors, similar to those that would 
have been digitized if a ruler was used. The reason these 
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numbers are not equal is because most digitizers have 
different scales for horizontal and vertical. The coef-
¿FLHQWV�c3 and c6 correspond to the differences between 
the origin of the calibration system and the origin of the 
digitization system.

To check the accuracy of these systems, compare the 
actual coordinate locations of the control points with 
WKHLU�UH¿QHG��L�H���WUDQVIRUPHG��FRRUGLQDWHV��7KH�VWDQ-
GDUG�HUURU�RU�URRW�PHDQ�VTXDUH��506��RI�WKH�GLIIHUHQFHV�
between the true coordinate locations and their digitized 
DQG�UH¿QHG�ORFDWLRQV�UHÀHFWV�WKH�DFFXUDF\�RI�WKH�V\VWHP��
%HWWHU� VWLOO�� ¿OP�� GLJLWL]H�� DQG� UH¿QH� D� VHFRQG� VHW� RI�
known coordinates to compute the system’s accuracy.

Two-Dimensional Marker 
Selection
We have described how a Cartesian coordinate system 
locates a point in space and how imaging systems record 
WKH�ORFDWLRQ�RI�UHÀHFWLYH�PDUNHUV��/RJLFDO�TXHVWLRQV�IRU�
a biomechanist interested in studying human movement 
are as follows:

 Ź :KHUH� GR� ,� SODFH� WKHVH� UHÀHFWLYH�PDUNHUV� RQ�P\�
subject?

 Ź How many markers should I use?
 Ź Do I need other markers (not on the subject) in the 
FDPHUD¶V�¿HOG�RI�YLHZ"

The answers to these questions vary depending on 
the nature of the movement under study and the exact 
UHVHDUFK�TXHVWLRQV�EHLQJ�DVNHG��$Q�H[FHOOHQW� VWDUWLQJ�
point is to construct a model of the important anatomi-
cal parts involved in the motion. For planar motion, this 
PRGHO�FDQ�EH�UHSUHVHQWHG�E\�D�VWLFN�¿JXUH��DV�VKRZQ�LQ�

¿JXUH�������)RU�H[DPSOH��WKH�PRGHO�IRU�D�SHUVRQ�UXQQLQJ�
might include body segments representing the foot, leg, 
and thigh of each lower extremity; the upper and lower 
portions of each upper extremity; and a trunk segment. 
For a seated cyclist, a segment representing the bicycle 
crank arm might be needed along with body segments 
representing the foot, lower leg, and thigh of only one 
ORZHU�H[WUHPLW\��SOXV�WKH�WUXQN��7KH�VLPSOL¿HG�PRGHO�
for the cyclist is possible because the bicycle crank 
LPSRVHV� V\PPHWULFDO�PRWLRQ�RI� WKH� OHJV��$OVR�� LI� WKH�
cyclist is instructed to keep his hands stationary on the 
handlebars, upper extremity motion is minimal and can 
be excluded from the model.

2QFH�D�VXLWDEOH�PRGHO�KDV�EHHQ�FRQVWUXFWHG��LW�FDQ�
guide the researcher in marker selection and placement. 
$W�OHDVW�WZR�SRLQWV�PXVW�EH�TXDQWL¿HG�IRU�HDFK�VHJPHQW�
LQ�ZKLFK�SODQDU�PRWLRQ�LV�WR�EH�PRGHOHG��2IWHQ��PDUNHUV�
are placed at the estimated centers of rotation at each end 
of the segment or over proximal and distal anatomical 
ODQGPDUNV��GH¿QHG�LQ�FKDSWHU�����7ZR�SRLQWV�DUH�QHHGHG�
WR�GH¿QH�WKH�SODQDU�DQJXODU�RULHQWDWLRQ�RI�WKH�VHJPHQW�
�VHH�$QJXODU�.LQHPDWLFV�ODWHU�LQ�WKLV�FKDSWHU���7KHUHIRUH��
IRU�RXU�F\FOLQJ�H[DPSOH��URXJKO\����PDUNHUV�ZRXOG�VXI-
¿FH��)RU�UXQQLQJ��KRZHYHU��ZH�ZRXOG�QHHG�PRUH�PDUNHUV�
WR�SURSHUO\�UHSUHVHQW�WKH�ERG\��¿JXUH��������$GGLWLRQDOO\��
LI�ZH�ZHUH�UHFRUGLQJ�WKH�UXQQHU¶V�*5)V��ZH�ZRXOG�QHHG�
DQRWKHU�PDUNHU� DI¿[HG� WR� WKH� IRUFH�SODWH� WR� FRUUHFWO\�
locate the position of the force vector on the runner’s 
IRRW��VHH�FKDSWHUV���DQG����

The exact number of markers needed also depends 
on the nature of the 2-D motion at the joints between 
DGMDFHQW� VHJPHQWV��$� VLPSOH� SLQ� MRLQW� RU� KLQJH� MRLQW�
�H�J���SKDODQJHDO�MRLQWV�RI�¿QJHUV�DQG�WRHV��KDV�RQO\�RQH�
degree of freedom—the freedom to rotate about the pin 
or hinge. Note that here, degrees of freedom has a slightly 
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 ŸFigure 1.10 (a) A simplified sketch (left) and stick-figure representation of a runner. (b) A simplified sketch 
(left) and stick-figure representation of a cyclist.
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different meaning than in our description of quantify-
ing the position of a point or rigid body. The hip is also 
modeled as a hinge joint for planar analysis, despite its 
ball-and-socket construction that allows three different 
spatial rotations. For hinge joints, the endpoint marker 
for adjacent segments can be placed directly over the 
SRLQW�UHSUHVHQWLQJ�WKH�KLQJH��¿JXUH��������2WKHU�MRLQWV�
are more complex; the knee joint, for example, permits 
ÀH[LRQ�H[WHQVLRQ�DQG�VRPH�WUDQVODWLRQ�DFURVV�WKH�WLELDO�
plateau (called shear). This means that the knee has 
two degrees of freedom (one for rotation and one for 
translation). In such situations, it is impossible to place 
a marker that will always represent the position of the 
moving hinge, and separate endpoint markers must be 
XVHG� IRU� WKH� DGMDFHQW� VHJPHQWV� �¿JXUH� ������� ,Q� VRPH�
cases, researchers choose to ignore small translational 
motions and simply model the joint as a hinge. They 
PXVW�VHOHFW�DQ�DSSURSULDWH�OHYHO�RI�GHWDLO�IRU�WKH�VSHFL¿F�
research question being studied. See chapter 3, tables 3.1 
and 3.3, for common marker locations used in 2-D stud-
ies and for measurements for computing the locations of 
“virtual” points without actual markers (e.g., segment 
centers of rotation and centers of mass).

Marker-Free Kinematics
In many situations, it is impractical, impossible, or unde-
sirable to place markers on the subject performing the 
motion, such as athletes in competitions and patients in 
clinical situations who are unable to endure an extended 
experimental preparation period. In these situations, the 
researcher must digitize the movement record manu-
DOO\��XVLQJ�LGHQWL¿DEOH�DQDWRPLFDO�ODQGPDUNV�WR�ORFDWH�
the points necessary for the movement model. Efforts 
have been made, however, to develop automatic mark-
erless motion-analysis systems� �&RUD]]D�HW� DO�� ������

'¶$SX]]R�������7UHZDUWKD�HW�DO���������6XFK�V\VWHPV�
are not yet in widespread use but would be major break-
throughs in the analysis of human motion because they 
permit shorter data acquisition sessions in clinical and 
research laboratories and extend data collection beyond 
the laboratory to more ecological environments.

Marker-free systems use computer graphics tech-
niques to match the shape of a body segment with a 
SUHGHWHUPLQHG� VKDSH� �&RUD]]D� HW� DO�� ������7UHZDUWKD�
HW�DO���������,QLWLDOO\��D�PRGHO�RI�WKH�ERG\�WKDW�PDWFKHV�
the general size and morphological characteristics of the 
VXEMHFW� LV�FRQVWUXFWHG��$�YLGHR�RI� WKH�PRYLQJ�VXEMHFW�
is recorded and converted to digital form. Computer 
software then attempts to align the computer model with 
the image of the actual performer in each frame of video 
GDWD��,I�WKH�FRPSXWHU�FDQ�¿QG�DQ�DFFHSWDEOH�SRVLWLRQ�IRU�
the model in every frame, that effectively replicates the 
motion of the subject. The software extracts the posi-
tions of individual points and segments from the model, 
effectively digitizing the locations of desired points. 
&RUD]]D� DQG�$QGULDFFKL� ������� XVHG� WKHLU� V\VWHP� WR�
track the total body center of mass for posturographic 
analysis, but such systems have not become standard 
PHWKRGV�IRU���'�VFLHQWL¿F�NLQHPDWLF�RU�NLQHWLF�DQDO\VHV�
of human motion.

LINEAR KINEMATICS
7KH�&DUWHVLDQ� FRRUGLQDWH� V\VWHP�SHUPLWV� TXDQWL¿FD-
tion of the position of a point or rigid body either in 
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 ŸFigure 1.11 Markers needed for representing a 
runner (left) and a cyclist.
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 ŸFigure 1.12 A joint’s possible motions influence 

the selection of marker locations. The ankle and hip 
joints can be modeled as hinges and designated with 
one marker. Two markers can be used to designate 
the distal end of the thigh and proximal end of the leg, 
because at the knee both rotation and translation are 
possible.
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3-D space or on a 2-D plane. It is also the starting place 
for a complete kinematic description of any human 
motion. In this section, we introduce the kinematic 
variables of displacement, velocity, and acceleration, all 
of which describe the manner in which the position of a 
point changes over a period of time. The mathematical 
processes of differentiation and integration—the main 
concepts of calculus—relate these kinematic variables. 
Displacement� LV� GH¿QHG� DV� WKH� FKDQJH� LQ� SRVLWLRQ��
Velocity�LV�WKH�WLPH�GHULYDWLYH�RI�GLVSODFHPHQW��GH¿QHG�
as the rate of change of displacement with respect to 
time. Acceleration is the time derivative of velocity, 
GH¿QHG�DV�WKH�UDWH�RI�FKDQJH�RI�YHORFLW\�ZLWK�UHVSHFW�WR�
WLPH��$FFHOHUDWLRQ�LV�WKHUHIRUH�WKH�VHFRQG�GHULYDWLYH�RI�
displacement with respect to time. These three kinematic 
variables can be used to understand the motion charac-
teristics of a movement, to compare the motion of two 
different individuals, or to show how motion has been 
affected by some intervention. Sometimes, determining 
the time derivative of acceleration, called jerk, is desir-
able to assess the severity of head impacts during car 
crashes or collisions with surfaces or projectiles. Table 
1.2 lists the commonly used kinematic measures and 
their associated symbols and units in the International 
System of Units (SI), including angular kinematic vari-
ables, which are discussed later.

In some situations, acceleration can be measured 
directly with a device aptly called an accelerometer. 
,QWHJUDO�FDOFXOXV� LV� WKHQ�XVHG� WR�¿QG� WKH�YHORFLW\�DQG�
GLVSODFHPHQW�GDWD��9HORFLW\�LV�WKH�¿UVW�LQWHJUDO�RI�DFFHO-
eration with respect to time, whereas displacement is the 
integral of velocity with respect to time. Information 
on accelerometers is presented later in this chapter, and 
methods of integration are detailed in the section on 
WKH�LPSXOVH�PRPHQWXP�UHODWLRQVKLS�LQ�FKDSWHU����7KH�
remainder of the present discussion concentrates on the 
process of differentiation.

Computing Time Derivatives 
(Differentiation)
There are several ways to compute the time derivatives 
of displacement once the position of a point has been 
established as a function of time for a particular move-
ment. The starting point for kinematic analysis is the 
coordinate data that were digitized at equal time incre-
ments throughout the movement sequence. The exact 
number of data points and the time increment depend on 
the duration of the movement and the sampling rate of 
the motion capture system. For example, a 2 s movement 
FDSWXUHG�DW�����ISV�\LHOGV�DQ�LQSXW�GDWD�VWUHDP�RI�����
QXPEHUV��ZLWK�HDFK�SRLQW�VHSDUDWHG�E\���PV��������V���)RU�
the differentiation process, the X and Y coordinates are 
treated separately, meaning that these 2 s of motion pro-
GXFH�����X�SRVLWLRQV�DQG�����Y positions for each marker 
digitized in the motion sequence; the earlier example of 
D�UXQQHU�ZLWK����PDUNHUV�ZRXOG�WKHUHIRUH�JHQHUDWH����
VHSDUDWH�GDWD�VWUHDPV��HDFK�RQH�����QXPEHUV�LQ�OHQJWK��
These data are often listed in row-by-column format, 
with the columns containing the X and Y coordinates of 
different markers and the rows showing the incremental 
steps in time throughout the movement. Table 1.3 is a 
portion of such a data table.

There are three categories of methods for computing 
GHULYDWLYHV��$QDO\WLFDO�PHWKRGV�LQYROYH�WKH�GLIIHUHQWLD-
tion of mathematical functions and are taught in high 
school and college differential calculus courses. Graphi-
cal methods use the concept of the instantaneous slope 
(rise over run) of a graphed function. Finally, numerical 
methods apply relatively simple computing formulas to 
a set of data points that represent any varying function. 
$OO�WKUHH�FDWHJRULHV�DUH�XVHG�LQ�ELRPHFKDQLFV��EHFDXVH�
each has strengths and weaknesses. To use analytical 
techniques, the positional data collected at equal time 

Table 1.2 Kinematic Variables and Their SI Units and Symbols

Measure 'H¿QLWLRQ Units Symbols

Linear position, path length, or linear displacement m, cm, km x, y, z, s (arc), d (moment), r (radius)

Linear velocity ds/dt m/s, km/h v

Linear acceleration dv/dt, d 2V�GW࣠2 m/s2, g � �����P�V2) a

Linear jerk (jolt) da/dt m/s3, g/s j

$QJXODU�SRVLWLRQ��SODQH����'��DQJOH��RU�DQJXODU�
displacement

 
rad, °, r (r = revolution)

 
", #, $, %

$QJXODU�YHORFLW\ d!/dt rad/s, °/s, r/s "

$QJXODU�DFFHOHUDWLRQ d"/dt, d 2!�GW࣠2 rad/s2 &

Solid (3-D) angle sr (steradian) '

Common unit is in bold.
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LQFUHPHQWV�PXVW�¿UVW�EH�¿WWHG�WR�DQ�DSSURSULDWH�PDWK-
HPDWLFDO�IXQFWLRQ��2QFH�WKH�SRVLWLRQ�GDWD�DUH�LQ�HTXD-
tion form, analytical techniques produce equations that 
represent the corresponding velocity and acceleration 
SDWWHUQV��$�VWUHQJWK�RI�WKLV�SURFHGXUH�LV�WKDW�LW�JHQHUDWHV�
velocity and acceleration data that are free of numeri-
cal errors. Graphical methods are slow and do not lend 
themselves to either numerical or analytical data forms, 
but the ability to graphically differentiate is of great 
value in checking the validity of results from the other 
two computation methods. The most common approach 
is numerical differentiation, primarily because of the 
manner in which experimental data are collected. 
The columns of position coordinates equally spaced 
in time are in the precise format needed for applying 
numerical techniques. However, if not used care-
fully, numerical differentiation methods can result in 
computational errors. The following sections describe 
the steps necessary to minimize these computational  
errors.

There are a variety of different numerical deriva-
tive formulas. The equations presented here to obtain 
velocity and acceleration values are examples of ¿QLWH�

difference calculus. The method used is the central dif-
ference method.

 
vi =

si+1 � si�1
2(�t)  

(1.6)

 
ai =

vi+1 � vi�1
2(�t)

=
si+2 � 2si + si�2

4(�t)2  
(1.7)

 
or   ai =

si+1 � 2si + si�1

(�t)2
 

�����

where vi and ai are the velocity and acceleration of 
the marker at time i, (t is the sampling interval of the 
data (in seconds), and s is the linear position (x or y in 
meters). Notice that to obtain velocity and acceleration 
at a particular instant (i), data from the time intervals 
before (i í����i í����DQG�DIWHU��i + 1, i + 2) that instant are 
required. This is problematic at the start (i = 1) and end 
(i = n) of a data stream, because not all of these points 
DUH�DYDLODEOH��2QH�ZD\�WR�REWDLQ�D�YHORFLW\�DW�WLPH���RU�n 
is to use the following forward and backward difference 
HTXDWLRQV��0LOOHU�DQG�1HOVRQ�������

Table 1.3 Sample Marker Data From a Walking Trial

Frame no. Time

RighT 
ShoUlDER RighT hiP RighT knEE RighT AnklE

BAll oF RighT 
FooT

X (cm) Y (cm) X (cm) Y (cm) X (cm) Y (cm) X (cm) Y (cm) X (cm) Y (cm)

1 ����� í��� ����� í��� ���� í��� ���� í��� 13.7 1.3 1.1

2 ����� í��� ����� í��� ���� í��� ���� í��� ���� 1.3 1.1

3 ����� í��� ����� í��� ���� í��� ���� í��� ���� 1.3 1.1

� ����� í��� ����� í��� ���� í��� ���� í��� ���� 1.3 1.1

5 ����� í��� 153.2 í��� ���� ��� ���� í��� ���� 1.3 1.1

6 ����� í��� ����� í��� ���� 2.1 ���� í��� ���� 1.3 1.1

7 ����� í��� ����� í��� ���� 3.5 ���� í��� ���� 1.3 1.1

� ����� í��� ����� í���� ���� ��� ���� í��� ���� 1.2 1.1

� ����� í��� ����� í���� ���� 6.2 ���� í��� ���� 1.2 1.1

�� ����� í��� ����� í���� ���� 7.3 ���� í��� ���� 1.2 1.1

11 ����� í��� ����� í���� ���� ��� ���� í��� ���� 1.2 1.1

12 ����� í��� 135.5 í���� ���� ��� ���� í��� ���� 1.2 1.1

13 ����� í��� ����� í���� 77.1 ��� ���� í��� ���� 1.2 1.1

�� ����� í��� ����� í���� ���� ���� ���� í��� ���� 1.2 1.1

15 ����� í��� ����� í���� ���� ���� ���� í��� ���� 1.2 1.1

16 ����� í��� 121.1 í���� ���� ���� ���� í��� ���� 1.2 1.1

17 ����� í��� 117.7 í���� ���� 11.7 ���� í��� ���� 1.2 1.1

�� ����� í��� ����� í���� 67.3 ���� ���� í��� ���� 1.2 1.1

�� ����� í��� 111.3 í���� 65.6 12.2 ���� í��� ���� 1.2 1.1



Planar Kinematics _�21

 
v1 =

s2 � s1
�t  

�����

 
vi =

si+1 � si�1
2(�t)  

������

 
a1 =

s1 � 2s2 + s3
(�t)2  

(1.11)

 
an =

sn � 2sn�1 + sn�2
(�t)2  

(1.12)

$�EHWWHU�ZD\�WR�REWDLQ�WKHVH�¿UVW�DQG�ODVW�GHULYDWLYHV�LV�
to collect extra data, both before and after the motion of 
interest. If this cannot be done, pad the ends of the data 
with extra data, take the derivatives, and then discard 
WKH�SDGGLQJ�SRLQWV��3DGGLQJ�SRLQWV�FDQ�EH�GHULYHG�E\�
PLUURULQJ�WKH�GDWD�DW�HDFK�HQG��6PLWK�������RU�OLQHDUO\�
or nonlinearly extrapolating from the endpoints.

Signal, Noise, and Data 
Smoothing
Unfortunately, as a result of errors introduced by the 
digitization process, numerical calculations of velocity 
and, in particular, acceleration yield results contami-
nated with high-frequency noise. Figure 1.13 shows the 
acceleration pattern of a toe marker that was computed 
from position data digitized from video. Notice that an 
irregular pattern occurs even during the period when 
the marker is supposed to be motionless on the ground 

�IURP������WR������V���1R�DPRXQW�RI�FDUHIXO�GLJLWL]LQJ�
can eliminate this problem.

These noise spikes occur because small errors in the 
digitizing process represent large accelerations. Finding 
the second derivative of a pure sine wave analytically 
illustrates this phenomenon. Mathematically, this pro-
GXFHV�DQRWKHU�VLQH�ZDYH�WKDW�LV�SKDVH�VKLIWHG�E\�������
However, if noise is present in the original sine wave, the 
VHFRQG�GHULYDWLYH�LV�YHU\�GLIIHUHQW��)LJXUH������FRPSDUHV�
the second derivatives of a pure sine wave and one to 
ZKLFK�UDQGRP�RU�ZKLWH�QRLVH�RI�DPSOLWXGH���������LQ�
RWKHU�ZRUGV�� D� VLJQDO�WR�QRLVH� UDWLR� RI� ����������ZDV�
added before double differentiation. Clearly, the noise 
dominates the second derivative signal. For kinematic 
time derivatives, noise in the position data must be 
removed to obtain a valid acceleration pattern. There are 
a number of acceptable smoothing methods for remov-
ing the high-frequency noise induced by the digitizing 
SURFHVV��LQFOXGLQJ�ORZ�SDVV�GLJLWDO�¿OWHULQJ��SLHFHZLVH�
quintic splines, and Fourier series reconstruction (see 
chapter 12).

Accelerometers
2QH�FRPPRQO\�XVHG�WHFKQRORJ\�IRU�GLUHFWO\�PHDVXULQJ�
the kinematic variable of acceleration is the acceler-
ometer. There are three types of accelerometers: strain 
JDXJH�� SLH]RUHVLVWLYH�� DQG� SLH]RHOHFWULF�� 3LH]RHOHFWULF�
accelerometers use the piezoelectric effect to measure 
acceleration. The piezoelectric effect occurs when cer-
tain crystals, such as quartz, are mechanically stressed 
FDXVLQJ�D�YROWDJH��3LH]RHOHFWULF�DFFHOHURPHWHUV�W\SLFDOO\�
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 ŸFigure 1.13 Vertical acceleration history of filtered (blue line) and unfiltered (gray line marked with ) symbols) 
toe marker during walking. Notice that the unfiltered data vary irregularly around the filtered data.
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Sampling time: 3.00 s,  sampling rate: 1000.00 Hz

Ch 0:          Sine
0.250       /div

Ch 1:   2ndDeriv
9.87        /div

Ch 2:   SinNoise
0.250      /div

Ch 3:   2ndDeriv
32.8        /div

 ŸFigure 1.14 Histories of sine wave and its second derivative followed by the same sine wave with white 
noise added and its second derivative. The top waveform is the original sine wave sampled at 1000 Hz over 3 s. 
The second waveform is the second derivative of the sine wave. The third waveform is the sine wave with noise 
added (random numbers of range ±0.0001). The fourth waveform is the second derivative of the sine wave with 
the added noise.

have higher frequency responses than strain gauge accel-
erometers, but they do not have a true static response, 
so they should not be used for recording slow motions 
or periods of inactivity. Figure 1.15 illustrates the inner 
workings of a strain gauge accelerometer. Tiny strain 
gauges are attached to a cantilevered beam to measure 
the bending of the beam. If the beam is subjected to 
acceleration, the inertial mass at its free end causes the 
beam to bend in proportion to the imposed acceleration. 
&OHDUO\�� D� VKDUS� EORZ� FDQ� HDVLO\� GDPDJH� VXFK� D�¿QH�
HOHPHQW��$FFHOHURPHWHUV�DUH�DYDLODEOH�DV�XQLD[LDO�XQLWV�
for measuring acceleration in one direction or in triaxial 
packages for measuring acceleration in three orthogonal 
directions. The calibration of an accelerometer depends 
on the type of sensing element it has. Strain gauge and 
piezoresistive units exhibit a static (DC) response and 
are calibrated by aligning their sensitive axis within the 
JUDYLWDWLRQDO�¿HOG��%HFDXVH�SLH]RHOHFWULF�DFFHOHURPHWHUV�
lack this DC response, they must be calibrated at the 
IDFWRU\�XVLQJ�G\QDPLF�WHFKQLTXHV��3DGJDRQNDU�DQG�FRO-

OHDJXHV��������RXWOLQHG�DQ�DFFHOHURPHWULF�V\VWHP�WKDW�
can quantify the triaxial linear and angular accelerations 
�VL[�'2)��RI�D�VLQJOH�VHJPHQW�EXW�UHTXLUHV�QLQH�XQLD[LDO�
accelerometers to achieve stable results.
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 ŸFigure 1.15 Schematic diagram of a strain-gauge 
accelerometer.
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Graphical Presentation of 
Linear Kinematics
There are several methods of graphically presenting 
NLQHPDWLF�PHDVXUHV��3ORWWLQJ� IRUPDWV� IRU� OLQHDU�NLQH-
matic variables include trajectories (X-Y or X-Y-Z plots), 
in which the path of the object is displayed, and time 
series or histories, in which variables are graphed as 
a function of time. Figure 1.16 shows a trajectory and 
a time series for two segmental markers. Time series 
representation is the most prevalent plot used in bio-
mechanical studies because it permits comparison of 
different kinematic features that occur simultaneously. 
It is also useful for comparison with kinetic variables 

such as force and biophysical signals such as muscle 
activity (recorded with electromyography [EMG]). In 
this way, the motion can be linked with the underlying 
forces or physiological events. Trajectory plots are useful 
when studying motion that occurs in both directions 
within the plane of motion (e.g., the motion of the knee 
MRLQW�GXULQJ�UXQQLQJ��ZKLFK�KDV�VLJQL¿FDQW�YHUWLFDO�DQG�
horizontal components). These plots also illustrate how 
a movement in a secondary direction accomplishes a 
prescribed movement in another direction. For example, 
%REEHUW�DQG�YDQ�=DQGZLMN��������GHPRQVWUDWHG�KRZ�WKH�
center of mass moves in the anterior-posterior direction 
during a vertical jump by plotting the X-Y trajectories 
of the jumper’s center of mass.

Ensemble Averages
In biomechanics research articles, authors often want 
to present data that are pooled across several trials of a 
particular movement condition. This involves combin-
ing the trials for an individual subject or combining the 
data of several subjects to get a sense of the kinematic 
patterns produced by the group. In both cases, the 
patterns produced by the pooling of data are known 
as ensemble averages��7KH�¿UVW�VWHS�LQ�FUHDWLQJ�WKHVH�
average curves is to standardize the movement time for 
all the trials, because each one has a different duration. 
)RU�H[DPSOH��D�VXEMHFW�PLJKW�FRPSOHWH�WKH�¿UVW�WULDO�LQ�
����V�DQG�WKH�VHFRQG�LQ�����V��7KLV�WLPH�QRUPDOL]DWLRQ�
is accomplished by identifying a given portion of the 
PRWLRQ��SHUIRUPHG�LQ�DOO�WULDOV��DV������DQG�UHVFDO-
ing the sampling rate as a percentage of the duration. 
For cyclic motions such as gait, one complete cycle 
(right-foot toe-off to right-foot toe-off, for example) is 
QRUPDOO\�WKH�FRPSOHWH�VFDOLQJ�SHULRG��$OWHUQDWLYHO\��
the stance phase time alone could be used.

FROM THE SCIENTIFIC LITERATURE
Mayagoitia, R.E., A.V. Nene, and P.H. Veltink. 2002. Accelerometer and rate gyroscope measurement of 

kinematics: An inexpensive alternative to optical motion analysis systems. Journal of Biomechanics 
35:537-42.

These authors used four uniaxial seismic accelerometers 
and two rate gyroscopes to measure the kinematics of 
two lower-extremity segments during walking on a 
WUHDGPLOO�� 7KH\� VLPXOWDQHRXVO\� TXDQWL¿HG� WKH�PRWLRQ�
ZLWK�D�ZHOO�FDOLEUDWHG�RSWLFDO�V\VWHP��9LFRQ���$OWKRXJK�
accelerometry usually is a real-time system, the complex 
mathematics required to derive the 2-D kinematics of 
the segments for comparison with the optical were done 
RIÀLQH��7KH�V\VWHP�SHUIRUPHG�IDYRUDEO\�FRPSDUHG�ZLWK�D�

more expensive optical imaging system. The researchers 
noted that although their system was tested in a laboratory 
setting, it is capable, with an appropriate data logger, of 
FROOHFWLQJ�PRWLRQ�GDWD�LQ�³DOPRVW�DQ\�HQYLURQPHQW�́ �2I�
course, it has the usual limitations of electronic systems, 
such as being unsuitable for measuring more than a few 
segments at a time rather than simultaneously measuring 
many segments during whole-body motions.
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 ŸFigure 1.16 Comparison of (a) path trajectory graph 
and (b) a position history.
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To accomplish time normalization, the original data 
for a given kinematic variable must be interpolated to 
¿QG�WKH�YDOXHV�RI� WKDW�YDULDEOH�DW�VSHFL¿F� WLPHV��7KLV�
produces data equally spaced throughout the rescaled 
PRYHPHQW�WLPH��RIWHQ�HDFK����RU����RI�WKH�PRWLRQ���)RU�
H[DPSOH��LI�GDWD�ZHUH�FROOHFWHG�DW�D�VDPSOLQJ�UDWH�RI�����
+]�GXULQJ�D�PRYHPHQW�WKDW�ODVWHG�����V������PV���WKHUH�
ZRXOG�EH�����GDWD�SRLQWV�VHSDUDWHG�E\�LQWHUYDOV�RI���PV��
,I�WKH�����PV�ZHUH�UHVFDOHG�WR�������WR�LGHQWLI\�GDWD�
YDOXHV�DW����LQWHUYDOV�ZH�ZRXOG�QHHG�WR�¿QG���������
������GDWD�SRLQWV�VHSDUDWHG�E\�LQWHUYDOV�RI���PV��7R�GR�
this, we interpolate between data that are 5 ms apart to 
HVWLPDWH�WKH�YDOXHV�IRU�GDWD���PV�DSDUW��7KLV�FDQ�EH�GRQH�
in several ways, with the two most common being linear 
interpolation and splining (with cubic or quintic splines).

For linear interpolation, it is assumed that the col-
lected data were separated by such a small time incre-
ment that motion between any two consecutive times 
was linear in nature. For example, if a marker moved in 
D�JLYHQ�GLUHFWLRQ�IURP�SRVLWLRQ�������P�DW�WLPH�������V�
WR�SRVLWLRQ�������P�DW�WLPH�������V��OLQHDU�LQWHUSRODWLRQ�
computes the following position-time data:

������V� ������P
0.311 s 1.186 m
0.312 s 1.187 m
0.313 s 1.188 m
0.314 s 1.189 m
������V� ������P

)RU�GDWD�FROOHFWHG�DW�VXI¿FLHQWO\�KLJK�VDPSOLQJ�UDWHV��
this method works well. In cases in which movements 
occur rapidly and the sampling rate is not excessively high, 
a splining method can be used. The concept behind splines 
is the same as that with linear interpolation, although there 
is no assumption that the data within sampling intervals 
DUH�OLQHDU��&XELF�VSOLQLQJ�¿WV�WKH�HQWLUH�GDWD�VHW�������LQ�
rescaled time) to a series of cubic (third-order) polynomial 
equations, allowing the user to evaluate the equations at 
any chosen time, not just the time of the original data. 
For this reason, these equations are called interpolating 
splines. The quintic spline is similar to the cubic, except 
WKDW�¿IWK�RUGHU�SRO\QRPLDOV�DUH�XVHG��:RRG��������7KH�
advantage of quintic splines is that their second deriva-
tives are cubic splines, whereas the second derivatives 
of cubic splines are lines. Thus, using quintic splines is 
preferred if the data are to be double differentiated. The 
resulting “acceleration” curves will therefore be continu-
ous curves rather than a series of connected line segments.

$IWHU�HDFK�WULDO¶V�GDWD�DUH�QRUPDOL]HG��DQ�HQVHPEOH�
average is created. From every trial to be included in the 
HQVHPEOH��WKH�GDWD�UHSUHVHQWLQJ�WKH�¿UVW�WLPH�SRLQW��H�J���
����DUH�VXPPHG�DQG�WKH�PHDQ�DQG�VWDQGDUG�GHYLDWLRQ�
(SD) are computed. This process is repeated for each time 

SRLQW�RI�WKH�PRYHPHQW��\LHOGLQJ�D�����SRLQW�VHULHV�IRU�
both the ensemble average and the SD about that aver-
age. The ensemble average data for different movement 
conditions within a study may be graphed and compared 
WR�LOOXVWUDWH�YDULDWLRQV�LQ�WKH�PRWLRQ��$OWHUQDWLYHO\��WKH�
ensemble average could be plotted along with ±1 SD 
ERXQGV�RU�WKH�����FRQ¿GHQFH�LQWHUYDO����������6'��WR�
LOOXVWUDWH�WKH�GHJUHH�RI�YDULDWLRQ�ZLWKLQ�WKH�GDWD��¿JXUH�
1.17). This process is not unique to linear kinematics and 
can be applied to any type of signal, including angular 
kinematics, kinetics, and muscle activity variables (e.g., 
angular velocity, forces, moments of force, and EMGs).

ANGULAR KINEMATICS
$QJXODU� SRVLWLRQ�PHDVXUHV� FDQ� EH� GLYLGHG� LQWR� WZR�
FODVVHV��7KH�¿UVW�FODVV�FRQFHUQV�WKH�DQJXODU�SRVLWLRQ�RU�
orientation of single bodies. These are called segment or 
absolute angles, because they are usually referenced to 
an absolute or Newtonian frame of reference. The second 
class concerns the angle between two, usually adjacent, 
segments of the body. These are called relative, joint, 
or cardinal angles, because they measure the angular 
position of one segment relative to another.

Segment Angles
$V�VWDWHG�HDUOLHU�LQ�WKH�VHFWLRQ�RQ�PDUNHUV��DW�OHDVW�WZR�
SRLQWV�PXVW�EH�TXDQWL¿HG�WR�GHVFULEH�WKH�DQJXODU�SRVLWLRQ�
of a human body segment in a 2-D plane. These absolute 
angles follow a consistent rule called the right-hand rule 
�¿JXUH��������ZKLFK�VSHFL¿HV�WKDW�SRVLWLYH�URWDWLRQV�DUH�
counterclockwise and negative rotations are clockwise. 
&XUYLQJ�WKH�¿QJHUV�RI�WKH�ULJKW�KDQG�LQ�WKH�GLUHFWLRQ�RI�
the angle or rotation and then comparing the direction of 
the thumb to the reference axes will indicate the sign of 
an angle or rotation about a particular axis. If the thumb 
points in the direction of a positive axis, then the angle or 
rotation is positive. For planar analyses, segment angles 
DUH�RIWHQ�GH¿QHG�DV�WKH�DQJOH�RI�WKH�VHJPHQW�ZLWK�UHVSHFW�
to a right-horizontal line originating from the proximal 
HQG�RI�WKH�VHJPHQW��2WKHU�FRQYHQWLRQV�DUH�SRVVLEOH��DQG�
researchers must identify the one they use.

Angular Conventions
Two conventions are used to quantify segment angles. 
7KH�¿UVW�PHDVXUHV�DQJOHV�OLNH�D�FRPSDVV��ZLWK�DQJOHV�
UDQJLQJ�IURP����WR�������ZKHUHDV�WKH�VHFRQG�DOORZV�D�
UDQJH�IURP�������WR�í������¿JXUH��������7KHVH�FRQYHQ-
WLRQV�\LHOG� WKH� VDPH�YDOXHV� IRU� DQJOHV�EHWZHHQ���DQG�
������EXW�GLIIHUHQW�RQHV� IRU�DQJOHV�EHWZHHQ������DQG�
������:LWK�WKH�VHFRQG�FRQYHQWLRQ��VHH�¿JXUH��������WKHVH�
DQJOHV�UDQJH�IURP����WR�í������PDNLQJ�WKHP�HDVLHU�WR�
visualize.

Alvaro Escobar
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 ŸFigure 1.17 Ensemble average plots of the vertical position of a marker attached to the shoulder of a subject 
while performing vertical jumps. The top panel shows the mean ±1 standard deviation of four squat jumping (SJ) 
trials. The bottom panel compares the ensemble from the squat jumps with the ensemble from 3 countermove-
ment jumps (CMJ).
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 ŸFigure 1.18 Right-hand rule for defining directions 
of rotations.
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−180°
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 ŸFigure 1.19 Two conventions for defining the 
absolute angles of segments. One convention always 
measures angles in the range 0° to 360° whereas the 
other uses a range from 180° to −180°.
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Discontinuity Problems
With both conventions, a problem arises when a segment 
FURVVHV�WKH���������OLQH�RU�WKH�������OLQH��)RU�H[DPSOH��
ZKHQ�D�VHJPHQW�PRYHV�FORFNZLVH�IURP�DQ�DQJOH�RI�����
WR�������WKH�FKDQJH�LV�UHFRUGHG�DV������í����� �������
LQVWHDG�RI�WKH�FRUUHFW�YDOXH�RI�í�����6LPLODUO\��IRU�WKH�
������FRQYHQWLRQ��ZKHQHYHU�D�VHJPHQW�PRYHV�FRXQWHU-
FORFNZLVH�IURP�������WR�í������WKH�GLIIHUHQFH�LV�VDLG�WR�
EH�í�����í������ �í�����LQVWHDG�RI�WKH�FRUUHFW�FKDQJH�
RI�������,Q�ERWK�FDVHV��LW�LV�SRVVLEOH�WKDW�WKH�VHJPHQWV�
rotated in the opposite directions through the larger angle 
changes, although this is unlikely if the data sampling 
rate was correct. To solve this dilemma, it is assumed that 
QR�DQJOH�FKDQJHV�E\�JUHDWHU�WKDQ������IURP�RQH�IUDPH�
to the next. When one is graphing angular histories, 

GLVFRQWLQXLWLHV�DOVR�DULVH�ZKHQ�D�VHJPHQW�FURVVHV���������
RU��������7KLV�FDQ�EH�UHVROYHG�E\�DGGLQJ�RU�VXEWUDFWLQJ�
�����ZKHQHYHU�DQ�DEVROXWH�DQJXODU�FKDQJH�RI�PRUH�WKDQ�
�����RFFXUV��2I�FRXUVH��WKLV�FRUUHFWLRQ�FDQ�FUHDWH�DQJOHV�
WKDW�H[FHHG�������

Joint Angles
The human body is a series of segments linked by joints, 
so measurement and description of relative or joint angles 
DUH�RIWHQ�XVHIXO��4XDQWL¿FDWLRQ�RI�D�MRLQW�DQJOH�UHTXLUHV�
a minimum of three coordinates or two absolute angles, 
DV�VKRZQ�LQ�¿JXUH�������:KHQ�GH¿QLQJ�MRLQW�PRWLRQV��ZH�
must remember that adjacent joints may have different 
directions for the same type of motion. For example, if 
NQHH�ÀH[LRQ�LV�D�SRVLWLYH�URWDWLRQ�DFFRUGLQJ�WR�WKH�*&6��
WKHQ�ÀH[LRQ�RI�WKH�KLS�LV�D�QHJDWLYH�URWDWLRQ��VHH�¿JXUH�
1.22). Notice that a biomechanical system that respects 
WKH�ULJKW�KDQG�UXOH�LV�SUHVHQWHG��$OVR�VKRZQ�LV�D�PHGLFDO�
system that is used by physiotherapists, anatomists, and 
WKH�PHGLFDO�FRPPXQLW\�WR�GH¿QH�WKH�DQDWRPLFDO�SRVL-
tions of joints. With the latter system, negative angles 
are avoided by specifying the type of joint motion (such 
DV�ÀH[LRQ��H[WHQVLRQ��DQG�K\SHUH[WHQVLRQ��

Polar Coordinates
$QJXODU�PRWLRQ� RI� D� ULJLG� ERG\� DOVR� SURGXFHV� OLQHDU�
motion of individual points (such as markers) attached 
to the body. Furthermore, the amount of linear displace-
ment of a point depends on its location with respect to the 
axis about which the body rotates. Consider the motion 
RI� WKH�PLQXWH�KDQG�RI�D�FORFN��¿JXUH��������$�PDUNHU�
placed at the center of the clock will undergo no linear 
displacement as the minutes tick by, but a marker at the 
end of the hand will sweep out a circular path.
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 ŸFigure 1.20 Examples of absolute angles of 
the lower extremity. All angles are taken from a right 
horizontal from segment’s proximal end.
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 ŸFigure 1.21 (a) Absolute versus (b) relative angles.
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The mathematical description of such angular-to- 
OLQHDU�PRWLRQ�LV�UHÀHFWHG�LQ�WKH�XVH�RI�polar coordinates, 
an alternative to Cartesian coordinates. In the polar 
system, as with the Cartesian system, two degrees of 
freedom describe the planar position of a point on a 
SODQH��$�OLQH�LV�FRQVWUXFWHG�IURP�WKH�RULJLQ�RI�WKH�D[LV�
V\VWHP�WR�WKH�SRLQW��¿JXUH��������7KH�OHQJWK�(r) of the line 
UHSUHVHQWV�RQH�'2)��ZKHUHDV�WKH�DQJOH�(!) between the 
line and one of the reference axes (usually the axis right-
horizontal from the clock center) describes the second 
'2)��7KHVH�DUH�FDOOHG�WKH�SRODU�FRRUGLQDWHV�RI�WKH�SRLQW�
and are written (r, !)��1RWH�LQ�¿JXUH������WKDW�GUDZLQJ�
a line from the point to the reference axis forms a right 

triangle. Using simple trigonometry, we can convert from 
polar to Cartesian coordinates as follows:

 x = r cos ! (1.13)

 y = r sin ! ������

If we consider the center of the clock to be the origin, 
a marker farther from the center will have a greater 
length, r. Thus, for one complete rotation, a point at the 
end of the minute hand sweeps out a longer path than a 
SRLQW�DW�WKH�HQG�RI�WKH�VKRUWHU�KRXU�KDQG��$OWKRXJK�&DU-
tesian coordinates are used most often in biomechanics 
research, for some applications it is more convenient to 
use polar coordinates. It is always possible, given the 
Cartesian coordinates (x, y) of a point, to compute its 
polar coordinates (r, !) using the following trigonometric 
relationships:

 
r = x2 + y2

 (1.15)

 ! = taní�(y/x) (1.16)
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 ŸFigure 1.22 Examples of relative angles of the 
lower extremity.
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 ŸFigure 1.23 The polar (r, !) and Cartesian (x, y) 
coordinates for the minute hand of a clock.
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 ŸFigure 1.24 Polar coordinates can represent the 
position of a point as readily as Cartesian coordinates. 
Polar coordinates use the length of a line segment 
joining the point and the origin (r) as one coordinate 
and the angle between the line segment and a fixed 
axis (!) as the second coordinate. The location of point 
P can be expressed either as (x, y) in the Cartesian 
system or as (r, !) in polar coordinates. Note that in 
either system the point has two DOF.

Angular Time Derivatives
Just as with linear kinematic variables, differential 
calculus and integral calculus are also used to deter-
PLQH�WKHVH�DQJXODU�YDULDEOHV��$V�VWDWHG�HDUOLHU� LQ�WKLV�
chapter, angular displacement LV�GH¿QHG�DV�WKH�FKDQJH�
in angular position. Angular velocity LV�GH¿QHG�DV�WKH�
rate of change of angular displacement with respect to 
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time, and angular acceleration is the rate of change 
of angular velocity with respect to time. Conversely, 
angular velocity is the integral of angular acceleration 
with respect to time and angular displacement is the 
time integral of angular velocity. These three kinematic 
variables are used to describe the angular motion of 
rigid bodies during a motion sequence. The symbols 
representing units of measure for these angular variables 
were presented in table 1.2.

2QFH�WKH�FRQWLQXLW\�RI�WKH�DQJXODU�KLVWRULHV�KDV�EHHQ�
ensured, the angular velocities and accelerations can 
EH�FRPSXWHG�XVLQJ�¿QLWH�GLIIHUHQFH�HTXDWLRQV�WKDW�DUH�
similar in form to those used for linear kinematics. The 
FHQWUDO�¿QLWH�GLIIHUHQFH�HTXDWLRQV�IRU�FRPSXWLQJ�DQJXODU�
velocity (") and acceleration (&) are

 
� i =

�i+1 ��i�1
2 �t( )  

(1.17)

 
� i =

� i+1 �� i�1

2 �t( )  
������

 

or � i =
�i+1 � 2�i +�i�1

�t( )2

 

������

where ! represents the angular position and (t repre-
sents the time duration between adjacent samples (see 
0LOOHU�DQG�1HOVRQ��������7KH�FKDUDFWHU�i represents the 
SDUWLFXODU�LQVWDQW�LQ�WLPH�WKDW�LV�EHLQJ�DQDO\]HG��$V�LV�
the case with linear data, before these equations are 
applied, the raw angular positions must be smoothed to 
UHPRYH�KLJK�IUHTXHQF\�QRLVH��3H]]DFN�HW�DO���������,I�
the angular positions were derived from marker coor-

GLQDWHV�WKDW�ZHUH�DOUHDG\�¿OWHUHG��QR�IXUWKHU�VPRRWKLQJ�
is necessary.

Angular to Linear Conversion
In the earlier section on polar coordinates, we showed 
how linear and angular motion are related. When a 
rigid body undergoes angular rotation, it is possible 
to calculate linear velocity and acceleration from the 
known angular velocity and acceleration. Consider the 
H[DPSOH�RI�D�ERG\�URWDWLQJ�DERXW�D�¿[HG�D[LV�RI�URWDWLRQ�
DW�SRLQW�4�LQ�¿JXUH�������'HVLJQDWH�D�PDUNHU�DWWDFKHG�DW�
WKH�IDU�HQG�RI�WKH�ERG\�DV�SRLQW�3�VR�WKDW�SRLQWV�4�DQG�
3�DUH�VHSDUDWHG�E\�OHQJWK�r��$V�WKH�ERG\�URWDWHV��SRLQW�
3�GHVFULEHV�DQ�DUF��RU�FLUFOH��RQ�WKH�XQGHUO\LQJ�VXUIDFH��
Now, attach to the body a 2-D reference frame with its 
RULJLQ�DW�SRLQW�3��2QH�D[LV��FDOOHG�WKH�normal axis, is 
at right angles to the curvature of the path, whereas the 
tangential axis is at a tangent�WR�WKH�SDWK��$I¿[HG�WR�
the body, this reference frame will rotate with the body 
so that the normal and tangential axes change their 
orientations within the GCS. The angular motion of the 
body is described by its angular velocity (") and angular 
acceleration (&) within the GCS. Note that such a system 
could represent a human body segment such as the thigh, 
ZKHUH�4�UHSUHVHQWV�WKH�VWDWLRQDU\�KLS�MRLQW��3�WKH�PRYLQJ�
knee joint, and r the length of the thigh.

7KH�OLQHDU�YHORFLW\�RI�SRLQW�3�ZLWKLQ�WKH�URWDWLQJ�UHIHU-
ence system can be calculated from the equation vt = r", 
where vt is the tangential velocity (i.e., in the direction of 
the tangential axis). Note that the normal velocity (vn) is 
zero, because the length r is a constant (because points 
4�DQG�3�DUH�¿[HG�UHODWLYH�WR�HDFK�RWKHU���3RLQW�3�PD\�

FROM THE SCIENTIFIC LITERATURE
Pezzack, J.C., R.W. Norman, and D.A. Winter. 1977. An assessment of derivative determining techniques 

used for motion analysis. Journal of Biomechanics 10:377-82.

This paper uses both direct kinematic measures of angle and 
angular acceleration and indirect kinematics of markers to 
assess two methods of smoothing digitized marker kinemat-
ics, particularly angular acceleration. First, data from an 
aluminum arm that could be rotated only in the horizontal 
SODQH��RQH�'2)��ZHUH�FROOHFWHG�E\�¿OPLQJ�WKH�DUP¶V�PRWLRQ�
from above while simultaneously measuring its angular 
position with a potentiometer (see appendix C) and its linear 
acceleration with a uniaxial accelerometer. The aluminum 
arm was manually moved in several different ways. The 
accelerometer was mounted so that it measured transverse 
acceleration (aW�࣠࣠), which was then converted to angular 
acceleration by dividing by the distance from the arm’s 
center of rotation to the accelerometer (& = at  �࣠U�. Next, the 

¿OP�GDWD�ZHUH�GLJLWL]HG�DQG�WKH�DQJXODU�SRVLWLRQV�RI�WKH�
arm were computed. Then, the angular acceleration of the 
arm was computed in three different ways—without data 
smoothing, after smoothing with Chebyshev least-squares 
SRO\QRPLDOV�RI�RUGHUV����WR�����DQG�DIWHU�GLJLWDO�¿OWHULQJ�
ZLWK�D�IRXUWK�RUGHU��]HUR�ODJ�%XWWHUZRUWK�¿OWHU�

7KH�UHVXOWV��¿JXUH�������VKRZHG�YHU\�JRRG�DJUHHPHQW�
EHWZHHQ�WKH�WZR�DQJXODU�GLVSODFHPHQW�PHDVXUHV��¿OP�YV��
SRWHQWLRPHWHU���EXW�VLJQL¿FDQW�GLIIHUHQFHV�H[LVWHG�DPRQJ�
the three methods of computing angular acceleration. 
First, the unsmoothed accelerations were very noisy, 
although the waveform, on average, did follow the signal 
derived from the direct measure of acceleration. Second, 
WKH�OHDVW�VTXDUHV�SRO\QRPLDO�WKDW�DFFXUDWHO\�¿W�WKH�GLV-
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 ŸFigure 1.25 (a) Angular displacement of a humanly moved aluminum arm. (b) Angular acceleration of the 
arm after differentiation without data smoothing. (c) After least-squares curve fitting and differentiation. (d) After 
digital filtering and differentiation.

5HSULQWHG�IURP�Journal of Biomechanics��9RO������-�&��3H]]DFN��5�:��1RUPDQ��DQG�'�$��:LQWHU��³$Q�DVVHVVPHQW�RI�GHULYDWLYH�GHWHUPLQLQJ�
WHFKQLTXHV�XVHG�IRU�PRWLRQ�DQDO\VLV�́ ����������FRS\ULJKW���������ZLWK�SHUPLVVLRQ�IURP�(OVHYLHU�

placement signal did not follow the accelerometer signal 
DIWHU�WZR�GHULYDWLYHV�ZHUH�WDNHQ��&OHDUO\��¿WWLQJ�D�VLQJOH�
polynomial to even a relatively simple human motion was 
not suitable. Third, after two time derivatives, the digitally 
¿OWHUHG�VLJQDO�GLG�FORVHO\�PDWFK�WKH�WUXH�DFFHOHUDWLRQ�DV�
measured by the accelerometer. Some attenuation of the 
signal occurred at the peaks, but these could have been 
corrected by increasing the cutoff frequency. See the fol-
lowing section and chapter 12 for more details on the use 
DQG�LPSOHPHQWDWLRQ�RI�GLJLWDO�¿OWHULQJ�

The importance of this paper cannot be overestimated. 
In addition to successfully reducing the effects of high-
IUHTXHQF\�QRLVH�LQ�GLJLWL]HG�¿OP��WKH�DXWKRUV�SURYLGHG�WKH�
data from one of their trials so that other researchers could 
evaluate their data-smoothing techniques (Lanshammer 
����D�E���6XEVHTXHQWO\��WZR�RWKHU�WHFKQLTXHV�ZHUH�DOVR�
shown to have acceptable smoothing capabilities. Wood 
�������XVHG�SLHFHZLVH�TXLQWLF�VSOLQHV�DQG�+DW]H��������
used optimally regularized Fourier series to appropriately 
smooth human motion data.
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also undergo tangential acceleration, computed from 
the equation at = r&. This acceleration will be nonzero 
if the body increases or decreases its angular velocity. If 
the body rotates at a constant angular speed, the angular 
and tangential accelerations will be zero.

Curiously, although the normal velocity is zero for 
circular motions, there must always be a nonzero normal 
acceleration (an) if the body is traveling in a circular 
path. The normal acceleration is calculated as an = r"2. 
This acceleration, also called centripetal acceleration, is 
caused by the continual change of direction of the point 
3�ZLWKLQ�WKH�*&6��5HDGHUV�VKRXOG�FRQVXOW�DQ�HQJLQHHU-
LQJ�PHFKDQLFV�WH[W�VXFK�DV�%HHU��-RKQVWRQ��HW�DO���������
for more detailed consideration of these accelerations.

The normal and tangential velocities and accelerations 
DUH�GH¿QHG�ZLWKLQ�WKH�UHIHUHQFH�V\VWHP�DWWDFKHG�WR�WKH�
rotating body but can be converted to the GCS using 
knowledge of the body’s angular orientation and simple 
WULJRQRPHWULF�LGHQWLWLHV��,Q�¿JXUH�������WKH�DQJOH�# is the 
angle formed by the tangential velocity and the right-
horizontal, which is parallel to the X-axis in the GCS. 
The vector can be resolved into the components vx and 
vy, corresponding to the principal directions of the GCS, 
using the equations vx = vt cos # and vy = vt sin #. Similar 
transformations can be applied to the accelerations an 
and at to express them in the GCS, as well.

Electrogoniometers
$�goniometer is a manual device for measuring joint 
DQJOHV��¿JXUH�����a). It is essentially a protractor with 

WZR�DUPV²RQH�DI¿[HG� WR� WKH�SURWUDFWRU�DQG�RQH� WKDW�
rotates to measure angles. To measure joint angles 
electronically during motion, electrogoniometers are 
used. Typically, they are much less expensive than imag-
ing systems and allow data to be collected and viewed 
immediately. Unfortunately, these devices do encumber 
movement because various electronics must be attached 
to the subject and most systems require cables to be run 
to a data collection system.

The most common type of electrogoniometer uses a 
SRWHQWLRPHWHU�DV�WKH�VHQVLQJ�HOHPHQW��$�potentiometer 
LV� HVVHQWLDOO\� D� YDULDEOH� UHVLVWRU� �VHH� DSSHQGL[�&���$�
constant voltage is applied across its terminals, and a 
wiper that turns with the potentiometer taps off voltage 
in an amount proportional to the amount of the turn (see 
¿JXUH�����c���2QH�SDUW�RI�WKH�SRWHQWLRPHWHU�LV�DWWDFKHG�
to one segment of the joint and the other to the adjacent 
VHJPHQW��$Q\� DQJXODU�PRWLRQ�RI� WKH� MRLQW� FDXVHV� WKH�
potentiometer to rotate and therefore change its output 
YROWDJH��2WKHU� W\SHV�RI�VHQVRUV� LQFOXGH�GLJLWDO�HQFRG-
ers, polarized-light photography, strain gauges, and 
¿EHURSWLF�FDEOHV�

2QH�SUREOHP�ZLWK�JRQLRPHWHUV�LV�WKDW�QRW�DOO�MRLQWV�
act as pure hinges; any translational motion of the joint 
creates an erroneous angular rotation of the electrogoni-
ometer. In principle, designing self-aligning mechanisms 
VXFK�DV�WKH�IRXU�EDU�OLQNDJH�LOOXVWUDWHG�LQ�¿JXUH�����b 
VROYHV�WKLV�SUREOHP��$�VLPLODU�VHOI�DOLJQLQJ�HOHPHQW�ZDV�
DQ�LQWHJUDO�FRPSRQHQW�RI�WKH�&$56�8%&��RU�0(58��
electrogoniometer system developed by Hannah and 
FROOHDJXHV���������7KLV�GHYLFH�VLPXOWDQHRXVO\�PHDVXUHG�
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 ŸFigure 1.26 (a) Angular motion (!, ", and &) of a rigid body produces linear motion of points attached to it. 
Point P is located at a distance r from fixed point Q. As the body rotates through the angle !, P scribes an arc 
such that its (x, y) coordinates are constantly changing. (b) LCS attached at P allows conversion from angular 
motion of the body to linear motion of the point P. The tangential axis (T) of the LCS describes a tangent to the 
arc scribed by P, whereas the orthogonal axis N is directed toward the axis of rotation point Q. Angle ! is the 
angle between the tangential axis and the right-horizontal and can be used to convert the tangential velocity (vt 
= r!) into its x and y components.
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triaxial angular motion of the ankle, knee, and hip of 
ERWK�OHJV�LQ�UHDO�WLPH²D�WRWDO�RI����VLJQDOV��$OWKRXJK�
this system was clinically valuable for some patients, it 
is not as useful for examining people with severe dis-
DELOLWLHV�EHFDXVH�RI�WKH�GHYLFH¶V�HQFXPEUDQFH��$QRWKHU�
VLJQL¿FDQW�SUREOHP�ZLWK�DOO�HOHFWURJRQLRPHWHUV�LV�WKDW�
they only measure joint angles. This prevents them from 
recording absolute motion of the segments with respect to 
a Newtonian frame of reference (in other words, a GCS), 
which is necessary for performing inverse dynamics 
analyses (see chapter 5). However, this type of system 
is useful in clinical environments where immediate joint 
kinematic information is required.

When selecting or building an electrogoniometer, 
use a sensing element that is continually differentiable. 
For example, as the wiper of most inexpensive potenti-
ometers moves, it jumps from one loop of a coil of wire 
to another to vary its resistance. This contaminates the 
output position data with discontinuity spikes that dis-
rupt the calculation of derivatives for obtaining angular 
velocity or acceleration. To eliminate these discontinuous 
steps, more expensive potentiometers have a continuous 
strip of conductive material. There is usually a break at 
one spot along the strip, and this portion must be placed 
RXWVLGH�WKH�MRLQW¶V�UDQJH�RI�PRWLRQ��VHH�¿JXUH�����c).

$QRWKHU�VROXWLRQ�LV�WR�VHOHFW�D�GLIIHUHQW�W\SH�RI�VHQVRU��
2QH� FRPSDQ\��0HDVXUDQG�� GHYLVHG� D� GHYLFH�� FDOOHG�

6KDSH6HQVRU��ZKLFK� XVHV� D� ¿QH�¿EHURSWLF� FDEOH� WKDW�
transmits less light as the bend in the cable increases, 
allowing continuous measurement of the amount of joint 
URWDWLRQ��2WKHU�V\VWHPV��VXFK�DV�RQH�PDGH�E\�%LRPHW-
ULFV�/WG���IRUPHUO\�3HQQ\�DQG�*LOHV��XVH�VWUDLQ�JDXJHV�
to quantify the degree of bending in a steel wire—and 
WKHUHIRUH�DQJXODU�SRVLWLRQ²DERXW�WZR�D[HV��WZR�'2)���
For example, a transducer that crosses the elbow can 
simultaneously measure elbow flexion and forearm 
supination. Yet another solution is to use a polarized-light 
goniometer, which uses two sensors that are sensitive to 
SRODUL]HG�OLJKW��&KDSPDQ�HW�DO��������0LWFKHOVRQ��������
2QH�VHQVRU�LV�SODFHG�RQ�WKH�URWDWLQJ�VHJPHQW��DQG�WKH�
RWKHU�LV�DI¿[HG�WR�D�VWDWLRQDU\�REMHFW��7KH�UHODWLYH�SRVL-
tions of the sensors are determined by the orientation of 
each sensor within the polarized light plane.

Calibration of electrogoniometers is relatively 
straightforward. If the electrogoniometer design allows, 
it can be attached directly to a manual goniometer. 
Moving the manual goniometer from one known posi-
tion to another while recording data from the electrogo-
niometer will provide a voltage measure equivalent to 
an actual angular displacement. From these measure-
PHQWV��D�FDOLEUDWLRQ�FRHI¿FLHQW�LV�FRPSXWHG��,I�WKH�HOHF-
trogoniometer cannot be directly attached to a manual 
goniometer, a similar procedure can be used while the 
electrogoniometer is attached to the joint of interest.
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Angular Kinematic Data 
Presentation
The presentation of angular kinematic data 
is similar to that for linear kinematics, with 
the most common format being the graphing 
of !, ", or & as a function of time throughout 
the movement (a history or time series). This 
format is useful for comparison with other 
kinematic and kinetic signals that occur simul-
taneously, particularly when one is trying to 
relate the observed kinematics to the under-
O\LQJ� IRUFHV� DQG� WRUTXHV� �VHH�FKDSWHUV��� DQG�
����$QRWKHU�GLVSOD\�IRUPDW�XQLTXH�WR�DQJXODU�
kinematics is the angle-angle diagram, which 
illustrates the coordinated motion of two seg-
ments or joints by plotting one versus the other. 
The graphic must be carefully described and 
annotated because the sense of time during 
the movement is lost, but this weakness can 
EH�RYHUFRPH�E\�PDUNLQJ� VSHFL¿F�PRYHPHQW�
events on the angle-angle plot and placing 
small arrows that indicate the relative timing 
sequence.

$QRWKHU� XQLTXH� IRUPDW� IRU� SUHVHQWLQJ�
angular results is known as a phase plot, phase 
portrait, or phase diagram. Here, the relation-
ship between ! and "�IRU�D�VSHFL¿F�VHJPHQW�RU�
joint is depicted, with ! on the horizontal axis 
and " on the vertical axis. This presentation 
has become popular among biomechanists 
studying movement from a dynamic systems 
perspective (see chapter 13), in which the 
emphasis is on meaningfully representing the 
kinematic state of a system as a window to the 
underlying control of that system. The phase 
plot therefore is seen as an expression of the 
FRQWURO� RI� WKH� VHJPHQW� RU� MRLQW�� )LJXUH� �����
shows examples of an angular kinematic time 
series, angle-angle diagram, and phase portrait. 
Note that in presenting angular kinematic data for groups 
of trials or subjects, one can use the ensemble averaging 
techniques that were discussed in the earlier section on 
the presentation of linear kinematic variables.

SUMMARY
This chapter outlined the major tools used by bio-
mechanists to collect, process, and present data about 
the motion patterns of planar human movements. Data 
that describe motions are called kinematics. The next 
chapter expands on these concepts to handle motions 
LQ� ��'��$OWKRXJK�PDQ\� GLIIHUHQW� WRROV� DUH� DYDLODEOH��
most kinematic studies begin with acquiring data from 

some sort of imaging or motion capture system, usually 
video. Equations for differentiating these data to obtain 
both linear and angular velocities and accelerations 
ZHUH�SUHVHQWHG��$GGLWLRQDO�WHFKQLFDO�LQIRUPDWLRQ�DERXW�
processing and removing invalid information from these 
data can be found in chapter 12.

$OWKRXJK�GHVFULELQJ�PRWLRQ�PD\�EH�DQ�HQG�LQ�LWVHOI��
the most important reason for collecting kinematic data 
is to derive various kinetic quantities. Kinetics concerns 
the causes of motion and often can be indirectly com-
puted from kinematic data and the inertial properties of 
the bodies (see chapter 3). Chapters 5, 6, and 7 outline 
how to derive such kinetic measures as mechanical work, 
energy, power, and momentum from kinematics.
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 ŸFigure 1.28 (a) Time series of knee angle; (b) angle-angle 
plot of hip versus knee angle; and (c) phase plot of knee angular 
velocity versus angular position.
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Three-Dimensional  
Kinematics
Joseph Hamill, W. Scott Selbie, and Thomas M. Kepple

3-D kinematics is the description of motion in 3-D space without regard to the forces that cause 
the motion. This chapter is a guide to the principles and computations of 3-D kinematics of the 
lower extremity. For more detailed and theoretical views of 3-D kinematics, readers should refer 

to works by Zatsiorsky (1998), Nigg and Herzog (1994), and Allard and colleagues (1998). Because 
3-D kinematics relies heavily on vector operations and matrix algebra, we recommend a review of the 
principles of scalars, vectors, and matrices presented in appendixes D and E.
In this chapter, we

 Ź present principles of 3-D data collection from 
optical sensors,

 Ź GH¿QH�D�OLQN�ULJLG�VHJPHQW�PRGHO�
 Ź introduce linear and rotational transformations 
between coordinate systems,

 Ź PDWKHPDWLFDOO\�GH¿QH�ORFDO�FRRUGLQDWH�V\VWHPV�
for each segment of the lower extremity,

 Ź present three methods for estimating the 3-D 
pose (position and orientation) of the model,

 Ź present methods for representing 3-D angles, 
and

 Ź present methods to calculate 3-D angular veloci-
ties and angular accelerations.

COLLECTION OF THREE-DIMENSIONAL DATA
All 3-D motion-capture systems use multiple input sensors for the estimation of 3-D data. Typical 
sensors used in biomechanics include inertial sensors comprising accelerometers, gyroscopes, and 
sometimes magnetometers; electromagnetic sensors; linear sensors; and array sensors (all optical or 
camera-based systems). This chapter focuses on optical array sensors or cameras, but the principles 
of modeling and analysis can be applied to all sensors. The arrangement of cameras in a 3-D setup is 
QRW�DV�ULJRURXV�DV�LQ�D���'�VHWXS��¿JXUH�������ZKLFK�PD\�VHHP�VXUSULVLQJ��,Q�D���'�VHWXS��EHFDXVH�WKH�
motion is isolated to a single plane, the cameras must be placed precisely to capture the motion in this 
plane (see chapter 1 for more in-depth explanation of Planar Kinematics).

Each camera from a set of multiple cameras provides a unique view of the scene and records the 
��'�ORFDWLRQ�RI�VSHFL¿F�PDUNHUV�LQ�D�FDPHUD�FRRUGLQDWH�V\VWHP��)URP�WKHVH�VHWV�RI���'�FDPHUD�FRRU-
dinates, 3-D global coordinates can be estimated. The most straightforward method for computing 

Chapter 2

VISUAL3D EDUCATIONAL EDITION
The Visual3D Educational Edition software included with 
this text includes data sets that represent walking and 
running with full body sets of markers to help you further 
explore and understand the type of analysis presented 
in this chapter. Using the Visual3D Educational Edition 
software, you can experiment with all of the modeling 
capabilities of the professional Visual3D software by 
manipulating the model definitions, signal definitions, and 
basic signal processing in these sample data sets. To 
download the software, visit http://textbooks.c-motion 
.com/ResearchMethodsInBiomechanics2E.php.
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3-D coordinates from 2-D camera coordinates, called the direct linear transformation (DLT) method 
(Abdel-Azis and Karara 1971), assumes a linear relationship between the 2-D camera coordinates of a 
marker and the 3-D laboratory coordinates of the same marker. The DLT method is described in more 
detail in papers Marzan and Karrara (1975) and is not elaborated here.

COORDINATE SYSTEMS AND ASSUMPTION  
OF RIGID SEGMENTS
,Q�WKLV�FKDSWHU��ZH�GH¿QH�D�QXPEHU�RI�&DUWHVLDQ�FRRUGLQDWH�V\VWHPV�UHTXLUHG�IRU�D���'�DQDO\VLV��7KHVH�
are referred to as a global or laboratory coordinate system��*&6���D�segment or local coordinate system 
�/&6���DQG�D�force platform coordinate system (FCS).

For this chapter, a biomechanical model is a collection of rigid segments. A segment’s interaction 
with other segments is described by joint constraints permitting zero to six degrees of freedom, and 
VXEMHFW�VSHFL¿F�VFDOLQJ�LV�GH¿QHG�XVLQJ�SDOSDEOH�DQDWRPLFDO�ODQGPDUNV�

These rigid segments represent skeletal structures, which are not always represented ideally as rigid 
segments. For example, some segments, like the foot or the torso, often have one segment representing 
several bones. It is incorrect to assume that skeletal structures are rigid, but it makes the mathematics 
PRUH�SDODWDEOH��7KH�DVVXPSWLRQ�RI�ULJLGLW\�DOVR�DLGV�WKH�HVWDEOLVKPHQW�RI�DQ�/&6�

Global or Laboratory Coordinate System
7KH�*&6�UHIHUV�WR�WKH�FDSWXUH�YROXPH�LQ�ZKLFK�ZH�UHSUHVHQW�WKH���'�VSDFH�RI�WKH�PRWLRQ�FDSWXUH�
system (also referred to as the inertial reference system���5HFRUGHG�GDWD�DUH�UHVROYHG�LQWR�WKLV�¿[HG�
FRRUGLQDWH�V\VWHP��,Q�WKLV�FKDSWHU��WKH�*&6�LV�GHVLJQDWHG�XVLQJ�XSSHUFDVH�OHWWHUV�ZLWK�WKH�DUELWUDU\�
designation of XYZ. The Y-axis is nominally directed anteriorly, the Z-axis is directly superiorly, and 
the X-axis is perpendicular to the other two axes. Because the subject may move anywhere in the data 
FROOHFWLRQ�YROXPH��RQO\�WKH�YHUWLFDO�GLUHFWLRQ�QHHGV�WR�EH�GH¿QHG�FDUHIXOO\��DQG�WKDW�LV�RQO\�VR�ZH�
KDYH�D�FRQYHQLHQW�UHSUHVHQWDWLRQ�RI�WKH�JUDYLW\�YHFWRU��7KH�XQLW�YHFWRUV�IRU�WKH�*&6�DUH� î , ĵ, k̂  (see 
¿JXUH�������,Q�WKLV�FKDSWHU��DQG�LQ�WKH�ELRPHFKDQLFV�OLWHUDWXUH��WKH�*&6�LV�D�ULJKW�KDQGHG�RUWKRJRQDO�
V\VWHP�ZLWK�DQ�RULJLQ�WKDW�LV�¿[HG�LQ�WKH�ODERUDWRU\��1RWH�WKDW�D�FRRUGLQDWH�V\VWHP�LV�ULJKW�KDQGHG�
if and only if

 k̂ = î × ĵ and î • ĵ = 0  (2.1)
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Segment or Local 
Coordinate System
A mathematically convenient consequence of the 
assumption of rigidity is that in the context of kine-
PDWLFV��HDFK�VHJPHQW� LV�GH¿QHG�FRPSOHWHO\�E\�DQ�
/&6�¿[HG�LQ�WKH�VHJPHQW��DV� WKH�VHJPHQW�PRYHV��
WKH�/&6�PRYHV�FRUUHVSRQGLQJO\��/LNH�WKH�*&6��WKH�
/&6�LV�ULJKW�KDQGHG�DQG�RUWKRJRQDO��,Q�WKLV�FKDSWHU��
WKH�/&6� LV� GHVLJQDWHG� LQ� ORZHUFDVH� OHWWHUV�x, y, z 
and unit vectors �̂i , � ˆ�j ,�and ˆ�k , respectively. In this 
FKDSWHU�� WKH�/&6� LV� RULHQWHG� VXFK� WKDW� WKH�y-axis 
points anteriorly, the z-axis points axially (typically 
vertically), and the x-axis is perpendicular to the 
SODQH�RI�WKH�RWKHU�WZR�D[HV�ZLWK�LWV�GLUHFWLRQ�GH¿QHG�
by the right-hand rule. Thus, on the right side the 
x-axis is directed from medial to lateral, whereas on 
the left side it is directed from lateral to medial. The 
RULHQWDWLRQ�RI�WKH�/&6�ZLWK�UHVSHFW�WR�WKH�*&6�GH¿QHV�WKH�RULHQWDWLRQ�RI�WKH�ERG\�RU�VHJPHQW�LQ�WKH�
*&6��DQG�LW�FKDQJHV�DV�WKH�ERG\�RU�VHJPHQW�PRYHV�WKURXJK�WKH���'�VSDFH��VHH�¿JXUH������

TRANSFORMATIONS BETWEEN COORDINATE 
SYSTEMS
:H�KDYH�LGHQWL¿HG�WZR�W\SHV�RI�FRRUGLQDWH�V\VWHPV��*&6�DQG�/&6��WKDW�H[LVW�LQ�WKH�VDPH���'�PRWLRQ�
capture volume. The descriptions of a rigid segment moving in space in different coordinate systems 
can be related by means of a transformation�EHWZHHQ�WKH�FRRUGLQDWH�V\VWHPV��VHH�¿JXUH�������$�WUDQV-
formation allows one to convert coordinates expressed in one coordinate system to those expressed in 
another coordinate system. In other words, we can look at the same location in different ways based 
RQ�ZKLFK� FRRUGLQDWH� V\VWHP�ZH� DUH� XVLQJ��$W�¿UVW�
glance this may seem redundant because we have not 
added new information by describing the same point 
in different ways. It is, however, convenient because 
REMHFWV�PRYH�LQ�WKH�*&6�EXW�DWWULEXWHV�RI�D�VHJPHQW��
such as an anatomical landmark (e.g., segment end-
SRLQW���DUH�FRQVWDQW�LQ�WKH�/&6��:H�JHQHUDOO\�UHIHU�WR�
transformations as linear or rotational.

Linear Transformation
,Q�¿JXUH������D�SRLQW�LV�GHVFULEHG�E\�WKH�YHFWRU�

�
P '  in 

WKH�/&6�DQG�E\�
�
P �LQ�WKH�*&6��7KH�OLQHDU�WUDQVIRU-

PDWLRQ�EHWZHHQ�WKH�/&6�DQG�WKH�*&6�FDQ�EH�GH¿QHG�
by a vector 

�
O ,�ZKLFK�VSHFL¿HV�WKH�RULJLQ�RI�WKH�/&6�

UHODWLYH� WR� WKH�*&6��7KH�FRPSRQHQWV�RI�
�
O  can be 

written as a column matrix in the form

 

�
O = �

Ox

Oy

Oz

�

�

�
�
�
�

�

�

�
�
�
�  

(2.2)
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the local coordinate systems of the right-side lower 
extremity.
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,I�ZH�DVVXPH�QR�URWDWLRQ�RI�WKH�/&6�UHODWLYH�WR�WKH�*&6��FRQYHUWLQJ�
the coordinates of a point 

�
P ' �LQ�/&6�WR�

�
P �LQ�*&6�FDQ�EH�H[SUHVVHG�DV

 
�
P =�
�
P ' +
�
O  (2.3)

 

or

 

Px
Py
Pz

�

�

�
�
�
�

�

�

�
�
�
�

= �

Px
'

Py
'

Pz
'

�

�

�
�
�
�

�

�

�
�
�
�

+ �
Ox

Oy

Oz

�

�

�
�
�
�

�

�

�
�
�
�  

(2.4)

&RQYHUVHO\��FRQYHUVLRQ�RI�WKH�FRRUGLQDWHV�RI�D�SRLQW�
�
P �LQ�*&6�WR�

�
P '  

LQ�/&6�LV�H[SUHVVHG�DV

 
�
P ' =�

�
P –
�
O  (2.5)

Rotational Transformation
,I�ZH�DVVXPH�QR�WUDQVODWLRQ�RI�WKH�/&6�UHODWLYH�WR�WKH�*&6��FRQYHUWLQJ�
the coordinates of a point 

�
P �LQ�*&6�WR 

�
P ' �LQ�/&6�FDQ�EH�H[SUHVVHG�DV

 P '
���

= R
�
P  (2.6)

where R is a matrix made up of orthogonal unit vectors (orthonormal 
PDWUL[��WKDW�URWDWHV�WKH�*&6�DERXW�LWV�RULJLQ��EULQJLQJ�LW�LQWR�DOLJQPHQW�
ZLWK�WKH�/&6��&RQYHUVHO\��FRQYHUWLQJ�WKH�FRRUGLQDWHV�RI�D�SRLQW�LQ�WKH�
/&6�WR�D�SRLQW�LQ�WKH�*&6�FDQ�EH�DFFRPSOLVKHG�E\

 P
��
= R'P '
���

 (2.7)

where R' is the inverse (and the transpose) of R. In this chapter we con-
sistently use R�DV�WKH�WUDQVIRUPDWLRQ�IURP�*&6�WR�/&6�DQG�R'�DV�WKH�WUDQVIRUPDWLRQ�IURP�/&6�WR�*&6�

&RQVLGHU�WKH�/&6�XQLW�YHFWRUV� ′̂i , ′ĵ , ′k̂ H[SUHVVHG�LQ�WKH�*&6��7KH�URWDWLRQ�PDWUL[�IURP�*&6�WR�
/&6�LV�DV�IROORZV�

 

R = �

îx
' îy

' îz
'

ĵx
' ĵy

' ĵz
'

k̂x
' k̂y

' k̂z
'

�

�

�
�
�
�
�

�

�

�
�
�
�
�  

(2.8)

,I�ZH�FRQVLGHU�WUDQVODWLRQ�DQG�URWDWLRQ�RI�WKH�/&6�UHODWLYH�WR�WKH�*&6��FRQYHUWLQJ�WKH�FRRUGLQDWHV�RI�D�
point 

�
P �LQ�*&6�WR�

�
P ' �LQ�/&6�FDQ�EH�H[SUHVVHG�DV

 
�
P ' = R(

�
P �
�
O)  (2.9)

&RQYHUVHO\��FRQYHUWLQJ�WKH�FRRUGLQDWHV�RI�D�SRLQW�
�
P ' �LQ�WKH�/&6�WR�SRLQW�

�
P �LQ�*&6�FDQ�EH�DFFRP-

plished by

 
�
P = R'

�
P ' + �

�
O  (2.10)

DEFINING THE SEGMENT LCS FOR THE LOWER 
EXTREMITY
,Q�WKLV�FKDSWHU�ZH�XVH�WKUHH�QRQFROOLQHDU�SRLQWV�WR�GH¿QH�D�VHJPHQW¶V�/&6��Noncollinear means that 
the points are not aligned or in a straight line. The method presented is consistent with most models 
SUHVHQWHG�LQ�WKH�ELRPHFKDQLFV�OLWHUDWXUH��,Q�WKLV�FKDSWHU��WKH�/&6�LV�GHVFULEHG�IRU�WKH�ULJKW�VLGH�VHJPHQWV�
of a lower-extremity model consisting of a pelvis, thigh, shank, and foot segments (the left side uses 
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 ŸFigure 2.4 The point A is de- 
fined by vector 

�
P  in XYZ, whereas 

the same point is defined by vector �
P '  in x'y'z'. The linear transforma-
tion between x'y'z' and XYZ 
can be defined by a vector 

�
O ,  

which specifies the origin of the 
LCS relative to the GCS.
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D�VLPLODU�GHULYDWLRQ���7KH�/&6�RI�HDFK�VHJPHQW�LV�FUHDWHG�EDVHG�RQ�D�VWDQGLQJ�FDOLEUDWLRQ�WULDO�DQG�RQ�
palpable anatomical landmarks (see table 2.1). It is important to note that both the tracking and calibration 
PDUNHUV�DUH�FDSWXUHG�DW�WKH�VDPH�WLPH��+RZHYHU��LQ�¿JXUH������RQO\�WKH�FDOLEUDWLRQ�PDUNHUV�DUH�VKRZQ�
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PRPSIS PRASIS

PRLK

PRLA

PRMA

PRHEEL

PRMT1

PRLK

PLASIS PRASIS

PRMK

PRHEEL

PRMT5 PRMLA

PRTOE
PRMT5

Z

Y
a b

Z

X

 ŸFigure 2.5 Right-side marker configuration of the calibration markers used in this chapter to 
compute the local coordinate system of each segment: (a) sagittal plane; (b) frontal plane. The 

�
PLPSIS  

and 
�
PLASIS  are not seen in part a but are necessary for calibration. The 

�
PRPSIS ,

�
PLPSIS, and 

�
PRTOE  are not 

seen in part b but are necessary for calibration. Note that the tracking markers on the thigh, shank, 
and foot are necessary in the calibration trial to associate these with the LCS of each segment.

�
PLPSIS

�
PRPSIS

Table 2.1 Abbreviations for Calibration Markers

Right Description Left Description

Right anterior-superior iliac spine Left anterior-superior iliac spine

Right posterior-superior iliac spine Left posterior-superior iliac spine

Right lateral femoral epicondyle Left lateral femoral epicondyle

Right medial femoral epicondyle Left medial femoral epicondyle

Right lateral malleolus Left lateral malleolus

5LJKW�¿IWK�PHWDWDUVDO�KHDG /HIW�¿IWK�PHWDWDUVDO�KHDG

5LJKW�¿UVW�PHWDWDUVDO�KHDG /HIW�¿UVW�PHWDWDUVDO�KHDG

Right heel Left heel

Right toe Left toe

�
PRASIS

�
PRHEEL

�
PRLK

�
PRTOE

�
PLASIS

�
PRLA

�
PRMK

�
PRMT 1

�
PRMT5

�
PLHEEL

�
PLLA

�
PLLK�
PLMK

�
PLMT 1

�
PLMT5

�
PLTOE
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Pelvis Segment LCS
Markers are placed on the following palpable bony 
ODQGPDUNV�� ULJKW� DQG� OHIW� DQWHULRU�VXSHULRU� LOLDF� VSLQH� 
(
�
PRASIS ,

�
PLASIS ) and right and left posterior-superior iliac 

spine (
�
PRPSIS ,

�
PLPSIS ���¿JXUH�������7KH�RULJLQ�RI�WKH�/&6�LV�

midway between 
�
PRASIS  and 

�
PLASIS  and can be calculated 

DV�IROORZV�

 
�
OPELVIS = 0.5*(

�
PRASIS +�

�
PLASIS )  (2.11)

To create the x-component (or lateral direction) of the 
pelvis, a unit vector î ' �LV�GH¿QHG�E\�VXEWUDFWLQJ�

�
OPELVIS  

from 
�
PRASIS �DQG�GLYLGLQJ�E\�WKH�QRUP�RI�WKH�YHFWRU�

 î ' =�
�
PRASIS ���

�
OPELVIS�

PRASIS ���
�
OPELVIS

 (2.12)

Next we create a unit vector from the midpoint of 
�
PRPSIS  

and 
�
PLPSIS  to 

�
OPELVIS �

 v̂ =�
�
OPELVIS ���0.5*(

�
PRPSIS +�

�
PLPSIS )�

OPELVIS ���0.5*(
�
PRPSIS +�

�
PLPSIS )

 (2.13)

A unit vector normal to the plane (in the superior direc-
tion) containing î ' and v̂  is computed from a cross 
SURGXFW�

 k̂ ' = î ' �� v̂  (2.14)

Note that the order in which the vectors î ' and v̂  are crossed to produce a superiorly directed unit 
YHFWRU�LV�GHWHUPLQHG�E\�WKH�ULJKW�KDQG�UXOH��$W�WKLV�SRLQW�ZH�KDYH�GH¿QHG�WKH�ODWHUDO�GLUHFWLRQ�DQG�WKH�
superior direction. The anterior unit is created from the cross product

 ĵ ' =� k̂ ' ���î '  (2.15)

The rotation matrix describing the orientation of the pelvis, which will be used in later calculations, is 
constructed from the unit vectors as

 
RPELVIS = �

îx
' îy

' îz
'

ĵx
' ĵy

' ĵz
'

k̂x
' k̂y

' k̂z
'

�

�

�
�
�
�
�

�

�

�
�
�
�
�

 
(2.16)

Thigh Segment LCS
7KH�WKLJK�LV�GH¿QHG�E\�RQH�YLUWXDO�ORFDWLRQ�DQG�WZR�PDUNHU�ORFDWLRQV��¿JXUH�������7KH�SUR[LPDO�HQG�
(and origin) of the thigh is coincident with the location of a virtual hip joint center. A number of stud-
ies have described regression equations for estimating the location of the hip joint center in the pelvis 
/&6��$QGULDFFKL�HW�DO��������%HOO�HW�DO��������'DYLV�HW�DO��������.LUNZRRG�HW�DO���������,Q�WKLV�FKDSWHU�
we use equations derived from Bell and colleagues (1989) to compute a landmark that represents the 
hip joint center 

�
PRHIP �LQ�WKH�SHOYLV�/&6�

 

�
PRHIP
' = �

�0.36*�
�
PRASIS � �

�
PLASIS

�0.19*�
�
PRASIS � �

�
PLASIS

�0.30*�
�
PRASIS � �

�
PLASIS

�

�

�
�
�
�
�

�

�

�
�
�
�
�  

(2.17)
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 ŸFigure 2.6 The origin of the pelvis LCS  
(
�
OPELVIS ) is midway between the right and left 

anterior-superior iliac spines. The right and left 
anterior-superior iliac spines (

�
PRASIS  and 

�
PLASIS )  

and the posterior-superior iliac spines (
�
PRPSIS  

and 
�
PLPSIS ) can be used to derive the pelvis LCS.
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We can transform the location of the hip joint from the pelvis 
/&6�WR�WKH�*&6�DV�IROORZV�

 
�
ORTHIGH = �

�
PRHIP = �R'PELVIS*�

�
PRHIP
' + �

�
OPELVIS  (2.18)

7R�GHYHORS�WKH�WKLJK�/&6��D�VXSHULRU�XQLW�YHFWRU�LV�FUHDWHG�DORQJ�
an axis passing from the distal end (midpoint between the femoral 
epicondyles 

�
PRLK  and 

�
PRMK ) to the origin (

�
ORTHIGH )�DV�IROORZV�

 

k̂ ' = �
�
ORTHIGH � 0.5*(

�
PRLK +�

�
PRMK )�

ORTHIGH � 0.5*(
�
PRLK +�

�
PRMK )  

(2.19)

We then create a unit vector passing from the medial to the lateral 
IHPRUDO�HSLFRQG\OH�

 

v̂ = � (P
���

RLK ��
�
PRMK )�

PRLK ��
�
PRMK  

(2.20)

The anterior unit vector is determined from the cross product of 

the k̂ '  and v̂ �YHFWRUV�DV�IROORZV�

 ĵ ' =� k̂ ' ���v̂  (2.21)

&DUH�VKRXOG�EH�WDNHQ�LQ�WKH�SODFHPHQW�RI�WKH�NQHH�PDUNHUV��7KH�
lateral marker is placed at the most lateral aspect of the femoral 
epicondyle. The medial marker should be located so that the 
ODWHUDO� DQG�PHGLDO� NQHH�PDUNHUV� DQG� WKH� KLS� MRLQW� GH¿QH� WKH�
frontal plane of the thigh.

Last, the unit vector in the lateral direction is formed from 
WKH�FURVV�SURGXFW�

 ĵ ' =� k̂ ' ���v̂  (2.22)

The rotation matrix describing the orientation of the thigh is 
constructed from the thigh unit vectors as

 
RRTHIGH = �

îx
' îy

' îz
'

ĵx
' ĵy

' ĵz
'

k̂x
' k̂y

' k̂z
'

�

�

�
�
�
�
�

�

�

�
�
�
�
�

 
(2.23)

%HFDXVH�WKH�/&6�LV�RUWKRJRQDO�DQG� k̂ ' �LV�GH¿QHG�H[SOLFLWO\�WR�
pass between the segment endpoints, the lateral unit vector î ',  
which is perpendicular to k̂ ' , is not necessarily parallel to an 
axis passing between the epicondyles. In other words, the place-
PHQW�RI�WKH�PHGLDO�DQG�ODWHUDO�NQHH�PDUNHUV�GRHV�QRW�GH¿QH�WKH�
ÀH[LRQ�H[WHQVLRQ�D[LV�

Shank Segment LCS
)RU�WKH�VKDQN�RU�OHJ�VHJPHQW��WKH�/&6�LV�GH¿QHG�IURP�IRXU�SDO-
SDEOH�ODQGPDUNV��WKH�ODWHUDO�DQG�PHGLDO�PDOOHROL�

�
PRLA �and

�
PRMA  

and the lateral and medial femoral epicondyles, 
�
PRLK �and

�
PRMK  

�¿JXUH�������7KH�RULJLQ�RI�WKH�/&6�LV�DW�WKH�PLGSRLQW�EHWZHHQ�
the femoral epicondyles and can be calculated as

 
�
ORSHANK =�0.5*�(

�
PRLK +�

�
PRMK )  (2.24)
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 ŸFigure 2.7 The origin of the thigh 
LCS (

�
ORTHIGH ) is at the hip joint center. 

The position of hip joint center (
�
PRHIP ) 

and the lateral and medial femoral epi-
condyles (

�
PRLK  and 

�
PRMK ) can be used 

to calculate the thigh LCS.
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 ŸFigure 2.8 The origin of the shank 
LCS (

�
ORSHANK ) is located at the mid-

point of the lateral and medial epicon-
dyles (

�
PRLK �and

�
PRMK ). The positions 

of the lateral and medial epicondyles  
(
�
PRLK �and

�
PRMK ) and the midpoint of the 

lateral and medial malleoli (
�
PRLA �and

�
PRMA )  

can be used to derive the local coordinate 
system of a proximal biased shank.
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7R�FRQVWUXFW�WKH�VKDQN�/&6��ZH�VWDUW�E\�FUHDWLQJ�D�VXSHULRU�XQLW�YHFWRU�EDVHG�RQ�DQ�D[LV�SDVVLQJ�
IURP�WKH�GLVWDO�HQG��PLGSRLQW�EHWZHHQ�WKH�PDOOHROL��WR�WKH�VHJPHQW�RULJLQ�DV�IROORZV�

 k̂ ' = �
�
ORSHANK � 0.5*(

�
PRLA +�

�
PRMA )�

ORSHANK � 0.5*(
�
PRLA +�

�
PRMA )

 (2.25)

1H[W��ZH�FUHDWH�D�XQLW�YHFWRU�SDVVLQJ�IURP�WKH�PHGLDO�HSLFRQG\OH�WR�WKH�ODWHUDO�HSLFRQG\OH�

 v̂ = �
�
PRLK ��

�
PRMK( )

�
PRLK ��

�
PRMK

 (2.26)

We then create the anterior unit vector from the cross product of the k̂ ' and v̂ �XQLW�YHFWRUV�

 ĵ ' =� k̂ ' ���v̂  (2.27)

/DVW��ZH�FUHDWH�WKH�WKLUG�ODWHUDO�XQLW�YHFWRU�IURP�WKH�FURVV�SURGXFW�

 î ' =� ĵ ' ��� k̂ '  (2.28)

Finally, the orientation of the shank rotation matrix can be described using the unit vectors as

 
RRSHANK = �

îx
' îy

' îz
'

ĵx
' ĵy

' ĵz
'

k̂x
' k̂y

' k̂z
'

�

�

�
�
�
�
�

�

�

�
�
�
�
�

 
(2.29)

7KLV�GH¿QLWLRQ�RI�WKH�VKDQN�/&6�FDQ�EH�UHIHUUHG�WR�DV�D�SUR[LPDOO\�ELDVHG�/&6�EHFDXVH�WKH�IURQWDO�
SODQH�LV�GH¿QHG�E\�WZR�SUR[LPDO�PDUNHUV�DQG�RQH�GLVWDO�PDUNHU��$�GLVWDOO\�ELDVHG�/&6�FRXOG�EH�GH¿QHG�
E\�UHSODFLQJ�HTXDWLRQ������ZLWK�WKH�IROORZLQJ�

 v̂ = �
�
PRLA ��

�
PRMA( )

�
PRLA ��

�
PRMA

 (2.30)

7KH�SUR[LPDO�ELDVHG�VKDQN�/&6�DQG�WKH�GLVWDO�ELDVHG�/&6�PD\�GLIIHU�EHFDXVH�RI�WLELDO�WRUVLRQ��,I�VXE-
VWDQWLDO�WLELDO�WRUVLRQ�LV�HYLGHQW��LW�LV�RIWHQ�XVHIXO�WR�GH¿QH�WZR�VKDQN�/&6V��WKH�SUR[LPDO�ELDVHG�VKDQN�
IRU�GH¿QLQJ�WKH�NQHH�DQJOH�DQG�WKH�GLVWDO�ELDVHG�VKDQN�IRU�GH¿QLQJ�WKH�DQNOH�DQJOH�

Foot Segment LCS
7KH�IRRW�/&6�LV�GH¿QHG�IURP�¿YH�PDUNHUV��WZR�SODFHG�RQ�WKH�ODWHUDO�DQG�PHGLDO�PDOOHROL��

�
PRLA �and

�
PRMA ,  

WZR�RQ�WKH�¿UVW�DQG�¿IWK�PHWDWDUVDO�KHDGV��
�
PRMH1 �and

�
PMH5 , and one on the calcaneus, 

�
PRHEEL ��¿JXUH�

������7KH�RULJLQ�RI�WKH�/&6�LV�DW�WKH�PLGSRLQW�EHWZHHQ�WKH�PDOOHROL�DQG�FDQ�EH�FDOFXODWHG�DV

 
�
ORFOOT =�0.5*�(

�
PRLA +�

�
PRMA )  (2.31)

The axially directed unit vector is created by subtracting the midpoint of the metatarsal heads �
PRMH 5 �and

�
PRMH1  from the origin 

�
ORFOOT :

 k̂ ' =�
�
ORFOOT � 0.5*(

�
PRMH 5 +�

�
PRMH1)�

ORFOOT � 0.5*(
�
PRMH 5 +

�
PRMH1)

 (2.32)

Next, we create a unit vector passing from the medial malleolus to the lateral malleolus as

 v̂ = �
�
PRLA ��

�
PRMA( )

�
PRLA ��

�
PRMA

 (2.33)

and create the anterior unit vector from the cross product of the k̂ ' and v̂ �XQLW�YHFWRUV�

 ĵ ' =� k̂ ' ���v̂  (2.34)

/DVW��ZH�FUHDWH�WKH�WKLUG�XQLW�YHFWRU�WKDW�LV�ODWHUDOO\�GLUHFWHG�IURP�WKH�FURVV�SURGXFW�

 î ' =� ĵ ' ��� k̂ '  (2.35)
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Finally, the orientation of the foot rotation matrix can be described using the unit vectors as

 
RRFOOT = �

îx
' îy

' îz
'

ĵx
' ĵy

' ĵz
'

k̂x
' k̂y

' k̂z
'

�

�

�
�
�
�
�

�

�

�
�
�
�
�

 
(2.36)

1RWH�WKDW�WKH�RULHQWDWLRQ�RI�WKH�/&6�RI�WKH�IRRW�LV�GLIIHUHQW�WKDQ�WKH�/&6�RI�WKH�RWKHU�VHJPHQWV�LQ�WKDW�
the k̂ '  unit vector (i.e., the axis from the distal to the proximal end of the foot) is not oriented superiorly 
like the other segments. The ĵ '  unit vector points superiorly and the i ' unit vector still points in the 
lateral direction. This is a convenient representation of the foot for kinetics because the proximal end 
of the foot and the distal end of the shank are coincident at the ankle, which is the point at which the 
segments are constrained.

This is not, however, a convenient representation of the foot for joint angles (as described later in 
WKLV�FKDSWHU���VR�RIWHQ�D�VHFRQG�/&6�ZLOO�EH�FUHDWHG�IRU�WKH�IRRW�VHJPHQW��¿JXUH�������DV�IROORZV��7KH�
RULJLQ�RI�WKH�/&6�LV�DW�WKH�KHHO�PDUNHU�

 
�
ORFOOT 2 =�

�
PRHEEL  (2.37)

The axially directed unit vector is created by subtracting the marker on the toe (
�
PRTOE ) from the origin �

ORFOOT 2 �

 ĵ ' =�
�
ORFOOT 2 �

�
PRTOE�

ORFOOT 2 �
�
PRTOE

 (2.38)

Next, we create a unit vector passing from 
�
ORFOOT 2  to the midpoint of 

�
PRLA �and

�
PRMA �

 v̂ = �
0.5*

�
PRLA ��

�
PRMA( )� �ORFOOT 2

0.5*
�
PRLA ��

�
PRMA( )� �ORFOOT 2

 (2.39)

,W�LV�LPSRUWDQW�WR�SODFH�WKH�KHHO�PDUNHU�VR�WKDW�WKH�GHVLUHG�VDJLWWDO�SODQH�LV�GH¿QHG�E\�WKH�KHHO��WKH�
PLGSRLQW�RI�WKH�PDOOHROL��DQG�WKH�WRH��7KH�VDJLWWDO�SODQH�GH¿QHV�WKH�LQYHUVLRQ�HYHUVLRQ�RI�WKH�IRRW�
during the standing trial. We can create the lateral unit vector from the cross-product of the ĵ '  and 
v̂  unit vectors as

 î ' =� j ' ���v̂  (2.40)

/DVW��ZH�FUHDWH�WKH�WKLUG�XQLW�YHFWRU�WKDW�LV�VXSHULRUO\�GLUHFWHG�IURP�WKH�FURVV�SURGXFW�

 k̂ ' =�î ' ��� ĵ '  (2.41)
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 ŸFigure 2.9 The origin of the foot LCS (
�
ORFOOT) is 

at the ankle joint center. The positions of the lateral 
and medial malleoli (

�
PRLA �and

�
PRMA) and the first and 

fifth metatarsal heads (
�
PRMH1 �and

�
PRMH 5) can be used 

to calculate the local coordinate system of the foot.
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7KLV�VHFRQG�IRRW�/&6�QRZ�KDV�D�VXSHULRU�XQLW�YHFWRU�FRQVLVWHQW�ZLWK�WKH�VXSHULRU�XQLW�YHFWRUV�RI�WKH�
RWKHU�VHJPHQWV��7KH�RULHQWDWLRQ�RI�WKH�VHFRQG�IRRW�/&6�FDQ�EH�GHVFULEHG�XVLQJ�WKH�XQLW�YHFWRUV�DV

 
RRFOOT2 = �

îx
' îy

' îz
'

ĵx
' ĵy

' ĵz
'

k̂x
' k̂y

' k̂z
'

�

�

�
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�

 
(2.42)
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 ŸFigure 2.10 The origin of the foot LCS (
�
ORFOOT 2 ) is at the heel marker (

�
PRHEEL ). Using the 

positions of the lateral and medial malleoli (
�
PRLA �and

�
PRMA ) and the first and fifth metatarsal heads  

(
�
PRMH1 �and

�
PRMH 5 ), we can derive the local coordinate system of the foot.

Marker Placement
,I�PDUNHU�SODFHPHQW�LV�XVHG�WR�HVWDEOLVK�WKH�/&6��SUDFWLFDO�JXLGHOLQHV�VKRXOG�EH�XVHG�WR�HQVXUH�DSSUR-
SULDWH�FRRUGLQDWH�V\VWHPV��,W�LV�LPSRUWDQW�WKDW�WKH�FROOHFWLRQ�RI���PDUNHUV�UHSHDWDEO\�GH¿QH�WKH�/&6��
DQG�WKLV�UDUHO\�KDSSHQV�E\�SODFLQJ�PDUNHUV�FDYDOLHUO\��$OVR��WKH�FRPSXWHG�/&6�PXVW�PDNH�LQWXLWLYH�
sense, so you should always survey the subject and model. If, for example, the placement doesn’t look 
correct visually, such that the left lateral knee marker is much higher than the right lateral knee marker 
RQ�D�VXEMHFW�WKDW�RWKHUZLVH�DSSHDUV�V\PPHWULFDO��RU�WKH�FRPSXWHG�FRRUGLQDWH�V\VWHPV�GRQ¶W�UHÀHFW�\RXU�
intuition (e.g., the anterior direction of a segment that is pointed laterally), there is something wrong 
that should be addressed. It is highly recommended that you compute and display the local coordinate 
systems for a representative trial (usually a standing trial in the case of gait) before accepting the marker 
SODFHPHQW�DQG�FROOHFWLQJ�GDWD��,W�LV�XVXDOO\�GLI¿FXOW�WR�PRGLI\�VHJPHQW�FRRUGLQDWH�V\VWHPV�SRVW�KRF�
without “making up” data.

Right Side Versus Left Side
When we adopt the convention that the z-axis is directed superiorly and the y-axis is directed anteriorly, 
enforcing the right-hand rule causes the x-axis to be inconsistent anatomically between the left- and 
ULJKW�VLGH�/&6V�RI�WKH�ERG\��7R�PDLQWDLQ�D�ULJKW�KDQG�FRRUGLQDWH�V\VWHP��VHJPHQWV�RQ�WKH�ULJKW�VLGH�
of the body have the x-axis in the lateral direction and segments on the left side have the x-axis in 
the medial direction. The axial segments, such as the torso, are treated with the x-axis pointing in the 
lateral direction (e.g., consistent with the right side). Note that this is not the only convention used in 
WKH�ELRPHFKDQLFV�OLWHUDWXUH��6RPH�DXWKRUV�SUHIHU�WR�VSHFLI\�WKH�y-axis between the segment endpoints 
and the x-axis as the anterior direction. These are equivalent mathematically as both systems are right-
handed and orthogonal, but the reader must be careful to identify the convention used by an author.
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POSE ESTIMATION: TRACKING THE SEGMENT LCS
We will present three classes of algorithms for estimating the pose (position and orientation) of rigid 
ERGLHV��,Q�WKLV�FKDSWHU�ZH�XVH�WKH�QRPHQFODWXUH�RI�/X�DQG�2¶&RQQRU��������WR�GHVFULEH�D�direct method, 
a segment optimization method, and a global optimization method. All three algorithms refer to the 
SUHYLRXVO\� GH¿QHG� VHJPHQW�/&6V� VR� WKDW� GLIIHUHQFHV�
between the algorithms will be independent of the choice 
RI�WKH�/&6�

The pose of an unconstrained rigid segment requires 
six independent variables (commonly referred to as 
GHJUHHV�RI�IUHHGRP���WKUHH�WR�VSHFLI\�WKH�ORFDWLRQ�RI�WKH�
origin and three to specify the orientation. The relation-
ship between the number of degrees of freedom and the 
QXPEHU�RI�PDUNHUV�LV�DV�IROORZV��RQH�PDUNHU�DWWDFKHG�WR�
D�VHJPHQW�LV�VXI¿FLHQW�WR�GH¿QH�WKUHH�GHJUHHV�RI�IUHHGRP��
another marker adds two more degrees of freedom, and a 
third marker adds the last degree of freedom. This means 
that in order to fully describe the pose of a segment (six 
degrees of freedom), we must locate at least three noncol-
linear points on the segment.

Tracking a segment refers to the process of estimat-
ing the pose of the segment from motion data. Tracking 
markers refer to the markers attached to the segment 
during the movement trials that are used for tracking 
WKH�SRVH�RI�WKH�VHJPHQW��VHH�¿JXUH��������7KH�SULQFLSOH�
assumption of the three pose estimation algorithms is 
that the markers move rigidly with the body segments 
to which they are attached; that is, marker coordinates 
LQ�D�VHJPHQW�/&6�GR�QRW�FKDQJH�GXULQJ�PRYHPHQW��,W�LV�
accepted, however, that markers attached to the skin move 
UHODWLYH�WR�WKH�XQGHUO\LQJ�VNHOHWRQ��&DSSR]]R�HW�DO������E��
Karlsson and Tranberg 1999), referred to as soft tissue 
artifact, and that motion-capture markers produce data 
that may be noisy, distorted, or missing. Marker noise and 
especially soft tissue artifact result in poor estimations 
of pose, and minimizing the effect of this noise through 
judicial marker placement or choosing an appropriate 
estimation algorithm improves the estimation of the 
pose. Although motion-capture systems provide a rough 
estimate of the sensor noise, it is challenging to quantify 
soft tissue artifact because it appears to be systematic yet 
varies case by case. The three pose estimation algorithms 
described in this text differ markedly in their ability to 
compensate for this soft tissue artifact.

Direct Pose Estimation
'LUHFW�SRVH�HVWLPDWLRQ�DOJRULWKPV�FRPSXWH�WKH�/&6�RI�HDFK�VHJPHQW�LQ�D�PRWLRQ�WULDO�LQ�WKH�VDPH�
IDVKLRQ�DV�WKH\�FRPSXWH�WKH�/&6�LQ�WKH�VWDQGLQJ�WULDO��$Q�LPSRUWDQW�OLPLWDWLRQ�RI�WKLV�VWULFW�DSSOLFD-
tion of the direct method is that there is no redundancy in the markers and no leniency in marker 
placement; the markers must be placed precisely where the method expects them to be placed, and 
all markers must appear in every frame of the motion trial. If we consider the right thigh segment 
/&6�GHVFULEHG�SUHYLRXVO\��D�VWULFW�GLUHFW�PHWKRG�ZRXOG�UHTXLUH�WKH�PHGLDO�NQHH�PDUNHU�WR�DSSHDU�
in every frame of data, which is a practical problem because this marker is susceptible to being 
knocked off during the motion trials. To compensate for this unfortunate reality, a more convenient 
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 ŸFigure 2.11 Right-side marker configura-
tion used in this chapter for the tracking markers 
on each segment. Clusters of markers on 
rigid plates are used for the foot, shank, and 
thigh segments. For the pelvis, the calibration 
markers of the right and left anterior-superior 
iliac spines (

�
PRASIS ,

�
PLASIS ) and the right and left 

posterior-superior iliac spines (
�
PRPSIS ,

�
PLPSIS ) are 

used as tracking markers. The other calibration 
markers on the knee, ankle, and foot may be 
removed during the movement trials.
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tracking marker can be added to the thigh noncollinearly with the other tracking markers. In some 
cases this is projected from the segment on a post, which is an attempt to improve the accuracy of 
tracking the axial rotation.

To estimate the pose during a frame of the motion trial in which the medial knee marker has been 
removed, a “virtual” representation of the marker can be computed that can be used to create the thigh 
/&6��7KLV�YLUWXDO�PDUNHU�LV�FRPSXWHG�LQ�D�WHFKQLFDO�FRRUGLQDWH�V\VWHP��7&6��GH¿QHG�E\�WKH�KLS�MRLQW�
center, the lateral knee, and the additional thigh marker 

�
PRTH ��VHH�¿JXUH��������7KH�RULJLQ�RI�WKH�7&6�

LV�ORFDWHG�DW�WKH�KLS�MRLQW�FHQWHU�

 
�
OTCS =�

�
PRHIP  (2.43)

7KH�¿UVW�XQLW�YHFWRU�LV�FUHDWHG�E\�VXEWUDFWLQJ�
�
PRLK  from 

�
OTCS �

 k̂ ' =�
�
OTCS �

�
PRLK�

OTCS �
�
PRLK

 (2.44)

Next, create a unit vector by subtracting of 
�
PRLK  from 

�
PRTH �

 v̂ =�
�
PRTH �

�
PRLK�

PRTH �
�
PRLK

 (2.45)

A second unit vector is created from the cross product of the k̂ '
and v̂ �XQLW�YHFWRUV�

 ĵ ' =� k̂ ' ���v̂  (2.46)

Last, we create the third unit vector from the cross product.

 î ' =� ĵ ' ��� k̂ '  (2.47)

7KH�RULHQWDWLRQ�RI�WKH�7&6�FDQ�QRZ�EH�GHVFULEHG�DV

 
RTCS = �

îx
' îy

' îz
'

ĵx
' ĵy

' ĵz
'

k̂x
' k̂y

' k̂z
'

�

�

�
�
�
�
�

�

�

�
�
�
�
�

 
(2.48)

:H�FDQ�WUDQVIRUP�WKH�PHGLDO�NQHH�PDUNHU�IURP�WKH�*&6�LQWR�WKH�
7&6�E\

 
�
PRMK
' = �RTCS (

�
PRMK � �

�
OTCS )  (2.49)

If we assume that 
�
PRMK
' �UHPDLQV�FRQVWDQW�LQ�WKH�7&6��H�J���PDUN-

ers are attached rigidly to the segment), we can compute a virtual 
location in the motion trial even though the physical marker has 
been removed. At each frame of the motion trial, RTCS  is created. 
We then transform 

�
PRMK
' �LQWR�WKH�*&6�WR�SURGXFH�D�YLUWXDO�PDUNHU���

PVRMK ��ZKLFK�FDQ�EH�XVHG�WR�FRPSXWH�WKH�/&6�DV

 
�
PVRMK = �R'TCS �

�
PRMK
' + �

�
OTCS  (2.50)

$�¿UVW�OLPLWDWLRQ�RI�WKLV�GLUHFW�DOJRULWKP�LV�WKDW�RQO\���PDUNHUV�
DUH�XVHG�WR�GH¿QH�WKH�/&6��ZKLFK�PHDQV�WKHUH�LV�QR�UHGXQGDQF\�LQ�
the representation of the segment; if a tracking marker is occluded, 
WKH�/&6�FDQQRW�EH�FRPSXWHG��$�VHFRQG�OLPLWDWLRQ�RI�WKH�GLUHFW�
method is that it does not use the rigid body assumption (i.e., the 
expected distribution of the markers will not change during the 
movement) to minimize the effects of soft tissue artifact. Thus, if 
there is an error in the location of a marker, it will usually result 
LQ�D�GLUHFW�HUURU�LQ�WKH�HVWLPDWLRQ�RI�/&6��$�WKLUG�OLPLWDWLRQ�RI�
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 ŸFigure 2.12 A technical coor-
dinate system is defined by three 
markers: 

�
OTCS  and 

�
PRLK  and an addi-

tional marker on the right thigh (
�
PRTH ). 

The origin of the technical coordinate 
system (

�
OTCS ) is at the right hip (

�
PRHIP). 

The local coordinate system is defined 
from these markers. A virtual marker 
at the right medial knee (RVRMK) can 
be created.
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the direct method is that all the segments below the pelvis use the virtual joint center created by the 
proximal segment when computing its pose. Therefore, as the segments’ poses are computed, errors 
will be propagated from distal to proximal segments down the entire linkage. For example, errors 
in locating a target on the pelvis will result in errors in locating all of the other segments. An addi-
tional limitation of the direct method is that because the distal end of the segment on the proximal 
side of the joint and the proximal end of the segment on the distal side of the joint always share a 
point in common (a joint center location), actual joint translations cannot be measured. In summary, 
direct pose estimation is the least effective of the three pose estimation algorithms described in this  
chapter.

Pose Estimation Using Segment Optimization
The term segment optimization��FRLQHG�E\�/X�DQG�2¶&RQQRU�������LV�GHULYHG�IURP�WKH�WHUP�optimal 
tracking�FRLQHG�E\�&DSSR]]R�DQG�FROOHDJXHV���������&DSSR]]R�DQG�FROOHDJXHV¶�XVH�RI�WKH�WHUP�opti-
mal tracking refers to the fact that some mathematical optimization algorithm is used during the pose 
estimation of each segment. The word optimal, however, should not necessarily be construed to mean 
³EHVW´�WUDFNLQJ��6HJPHQW�RSWLPL]DWLRQ�LV�DOVR�FRPPRQO\�UHIHUUHG�WR�DV�VL[�GHJUHHV�RI�IUHHGRP��VL[�
DOF) method because each segment has at least three tracking markers and because all six variables 
that describe its pose (three variables that describe the position of the origin and three variables that 
describe the rotation about each of the principal axes of the segment local coordinate system) are 
estimated. Tracking each segment independently means that there is no explicit linkage connecting 
segments (i.e., preconceived assumptions about joint properties); the endpoints of the proximal and 
distal segment move relative to each other based directly on the recorded motion-capture data (e.g., in 
other words, the joint may be considered to have six DOF).

,Q�WKLV�VHFWLRQ�ZH�XVH�WKH�VDPH�GH¿QLWLRQ�RI�WKH�/&6�GHVFULEHG�HDUOLHU�IRU�WKH�GLUHFW�PHWKRG��DQG�
therefore the same anatomical markers must be placed for a standing trial. In addition to these anatomi-
FDO�PDUNHUV��D�VHW�RI�WKUHH�RU�PRUH�WUDFNLQJ�PDUNHUV�LV�DWWDFKHG�ULJLGO\�WR�HDFK�VHJPHQW��&DSSR]]R�
at al. 1997 recommend four tracking markers). In general it is not necessary that tracking markers be 
independent of the anatomical markers, but it allows us to emphasize the distinction between iden-
WL¿FDWLRQ�RI�WKH�/&6�DQG�SRVH�HVWLPDWLRQ��,Q�WKLV�VFHQDULR�DOO�DQDWRPLFDO�DQG�WUDFNLQJ�PDUNHUV�PXVW�
be placed on the subject for the standing trial, but the anatomical markers can be removed before the 
motion trials are recorded.

As with the direct method, the six DOF method assumes that the location of a tracking marker in 
WKH�/&6�LV�¿[HG��,Q�SULQFLSOH��WUDFNLQJ�PDUNHUV�FDQ�EH�SODFHG�DQ\ZKHUH�RQ�D�ULJLG�VHJPHQW��,Q�SUDF-
tice, the effects of artifacts in the data are reduced by distributing markers over the entire surface of 
D�VHJPHQW�DQG�SODFLQJ�PDUNHUV�LQ�DUHDV�WKDW�H[KLELW�PLQLPDO�VRIW�WLVVXH�DUWLIDFW��&DSSR]]R��&DWDQL�
et al. 1996). The anatomical markers are used only when the subject is stationary, so rigidity in their 
placement is not as important.

7R�XQGHUVWDQG�WKH�DOJRULWKP��FRQVLGHU�D�VHJPHQW�/&6�GH¿QHG�LQ�WKH�VWDQGLQJ�WULDO�E\�D�URWDWLRQ�
matrix, RSEG , and an origin, 

�
OSEG��&RQVLGHU���WUDFNLQJ�PDUNHUV�ORFDWHG�RQ�WKH�VHJPHQW�DW�SRVLWLRQ�

�
Pi
'  

LQ�WKH�/&6�DQG�
�
Pi �LQ�WKH�*&6��¿JXUH�������

 
�
Pi = �R'SEG �

�
Pi
' + �
�
OSEG  (2.51)

If the segment undergoes motion, the new orientation matrix R'
SEG

 and translation vector 
�
OSEG  may 

be computed at any instant, provided that three noncollinear points 
�
Pi
'  are predetermined from the 

standing trial and 
�
Pi  are recorded at each frame of motion data. The matrix, R'

SEG
, and the origin, 

�
OSEG ,  

DUH�HVWLPDWHG�E\�PLQLPL]LQJ�WKH�VXP�RI�VTXDUHV�HUURU�H[SUHVVLRQ�DV�IROORZV�

 E =
i=1

m

�((
�
Pi � R 'SEG

�
Pi
' ) � �
�
OSEG )

2  (2.52)

under the orthonormal constraint

 R 'SEG RSEG = I  (2.53)

where m is equal to the number of markers on the segment (m > 2).
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The following section is included for completeness of 
this technique. Equation 2.52 represents a constrained 
maximum-minimum problem that can be solved using the 
PHWKRG�RI�/DJUDQJLDQ�PXOWLSOLHUV��6SRRU�DQG�9HOGSDXV��������
7KHUH�DUH�DQ�LQ¿QLWH�QXPEHU�RI�VROXWLRQV�IRU�R

SEG
 and 

�
OSEG  

that will produce minima for equation 2.52. The method of 
Lagrangian multipliers uses the following boundary condi-
tion (derived from equation 2.53) to reduce this to a unique 
VROXWLRQ�

 g RSEG( ) = R 'SEG RSEG � I = 0  (2.54)

The method sets the gradient of equation 2.52 equal to the 
gradient of equation 2.54 times a set of Lagrangian multi-
SOLHUV�

 �f RSEG ,
�
OSEG( ) = ��g RSEG( )  (2.55)

This results in the equation

 �f RSEG ,
�
OSEG( )� ��g RSEG( ) = 0  (2.56)

for which there exists an exact solution for R
SEG

 and 
�
OSEG  

as long as m > 2.
In other words, the mapping of motion-capture markers to 

six DOF segments is a matter of tracking a set of markers that 
are linked rigidly to the segment. This least squares solution 
PD\�EH�FRQVLGHUHG�D�VWUDLJKWIRUZDUG�SDWWHUQ�UHFRJQLWLRQ�DOJRULWKP��WKH�SDWWHUQ��FRQ¿JXUDWLRQ��RI�WKH�
WUDFNLQJ�PDUNHUV�LQ�HDFK�/&6�LV�VSHFL¿HG�LQ�D�VWDQGLQJ�WULDO��DQG�WKLV�SDWWHUQ�LV�¿W�WR�WKH�KRPRORJRXV�
PDUNHU�FRQ¿JXUDWLRQ�LQ�HDFK�IUDPH�RI�PRWLRQ�FDSWXUH�GDWD��7KHUH�LV�FRQVLGHUDEOH�EHQH¿W�WR�WKH�VHJPHQW�
optimization approach to pose estimation because it is straightforward to use, is easy to understand 
and requires no subjective guidance, and the solution has no local minima.

6HJPHQW�RSWLPL]DWLRQ�PHWKRGV�DVVXPH�WKDW�VHJPHQWV�DUH�OLQNHG�LPSOLFLWO\�E\�WKH�PRWLRQ�FDSWXUH�
data (e.g., segments did not come apart because the subject did not come apart when the motion was 
captured) and the joints were modeled with six degrees of freedom (e.g., all segments were treated as if 
they were independent). Tracking the pose of a segment using segment optimization does not, however, 
FRQVWUDLQ�WKH�HQGSRLQWV�RI�WKH�SUR[LPDO�DQG�GLVWDO�VHJPHQW�WR�UHPDLQ�¿[HG�UHODWLYH�WR�HDFK�RWKHU��7KLV�
PRYHPHQW�PD\�EH�UHDO��H�J���WKH�NQHH�MRLQW�LV�QRW�D�¿[HG�D[LV��RU�PD\�EH�FDXVHG�E\�HUURUV�GXH�WR�QRLVH�
or skin movement artifact. Excessive movement of the endpoints between two segments may indicate 
a serious problem in the data collection that should be addressed.

6HJPHQW�RSWLPL]DWLRQ�SODFHV�QR�UHVWULFWLRQV�RQ�ZKHUH�WKH�WUDFNLQJ�PDUNHUV�PD\�EH�SODFHG�RQ�D�VHJ-
PHQW��VR�WKHUH�LV�WUHPHQGRXV�OHHZD\�LQ�SODFLQJ�PDUNHUV��6HJPHQW�RSWLPL]DWLRQ�HVWLPDWLRQ�DOORZV�XV�WR�
explore marker placements that might reduce soft tissue artifact. This method also exploits the fact that 
D�OHDVW�VTXDUHV�¿W�FDQ�EH�GRQH�RQ�DQ�RYHU�VSHFL¿HG�V\VWHP�m > 3. This allows an unlimited number of 
markers to track each segment. If noise or artifact in the data is uncorrelated, the computed pose will 
PLQLPL]H�WKH�HIIHFWV�RI�WKH�QRLVH��DQG�LI�VRPH�WDUJHWV�DUH�PLVVLQJ��WKH�RYHU�VSHFL¿FDWLRQ�DOORZV�\RX�WR�
calculate segment pose as long as m > 2.

Pose Estimation Using Global Optimization
/X�DQG�2¶&RQQRU��������GHVFULEHG�D�JOREDO�RSWLPL]DWLRQ�SURFHVV�ZLWK�ZKLFK�SK\VLFDOO\�UHDOLVWLF�MRLQW�
constraints can be added to the model to minimize the effect of the soft tissue and measurement error. 
Global optimization is often referred to as inverse kinematics (IK), and the solution depends explicitly 
RQ�WKH�FKRLFH�RI�D�KLHUDUFKLFDO�PRGHO�EHFDXVH�WKH�WDVN�LV�WR�LGHQWLI\�DQ�DUWLFXODWHG�¿JXUH�FRQVLVWLQJ�RI�
a set of rigid segments connected with joints.

Global optimization computes the pose of a model that best matches the motion-capture data in 
terms of a global criterion. In other words, global optimization is the search, in each data frame, for 
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 ŸFigure 2.13 Relationship between 
tracking markers in the GCS and the LCS. 
The markers P1, P2, and P3 are represented 
in the GCS (XYZ) and also as P'1 , P'2 , and P'3 
in the LCS ( �̂i , ˆ�j , ˆ�k ) of the segment.
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an optimal pose of a multilink model that minimizes the differences (in a least squares sense) between 
the measured and model-determined marker coordinates across all the body segments. It considers 
measurement error distributions in the system and provides an error compensation mechanism between 
body segments that can be regarded as optimal at the system level. Mathematically, van den Bogert 
DQG�6X��������GHVFULEHG�WKH�FRQ¿JXUDWLRQ�RI�WKH�WRWDO�ERG\�XVLQJ�D�VHW�RI�JHQHUDOL]HG�FRRUGLQDWHV� �q .  
Generalized coordinates are the minimum set of independent variables that describe the pose of the 
model. Global optimization is an extension to the segment optimization pose estimation because if all 
joints are ascribed six degrees of freedom, the solutions are equivalent.

We can extend equation 2.51 to a function of the generalized coordinates 
�q �DV�IROORZV�

 
�
Pi = �R '(

�q)�
�
P 'i+

�
O(�q)  (2.57)

and the expression (equation 2.52) that is minimized now becomes

 
E �q( ) = {

�
Pi � R '(

�q)
�
P 'i� �

�
O(�q)}2

i=1

m�  (2.58)

where m is the total number of targets on all the segments in the IK chain.
In the general case, there is no analytic solution for the global optimization problem. It is beyond 

the scope of this chapter to elaborate on the solution to this minimization problem; common minimi-
]DWLRQ�DOJRULWKPV�LQ�RUGHU�RI�FRPSXWDWLRQDO�HI¿FLHQF\�LQFOXGH�/HYHQEHUJ�0DUTXDUGW��TXDVL�1HZWRQ��
and simulated annealing algorithms.

To estimate the pose of the segments, we record the position, orientation, or both of sensors attached 
to the segments. The number of markers required and the number of segments to which markers are 
attached depend on the hierarchical structure of the model and the pose estimation algorithm used. The 
PRVW�LPSRUWDQW�FRQFHSW�LV�REVHUYDELOLW\��$�V\VWHP�LV�REVHUYDEOH�LI�WKH�GDWD�DUH�VXI¿FLHQW�WR�GHVFULEH�
uniquely the pose of the model.

For segment optimization, a segment is observable if there are three or more noncollinear tracking 
markers, so this is straightforward to identify intuitively. The complexity of the global optimization 
hierarchical model precludes a simple “counting” approach to determine the number of markers required 
for observability. For example, consider an overly simplistic example of a two-segment IK model in 
which six markers are attached to one segment and no markers are attached to the other segment. Even 
though there are 2 ! 3 markers in the model, this model is clearly not observable. If each segment 
of the global optimization model were required to have at least three tracking markers, observability 
would be ensured. One of the advantages of the IK approach, however, is that a model may be observ-
able with fewer than three tracking markers per segment because of the joint constraints. For example, 
if a segment has a parent joint that permits only one degree of freedom, only one tracking marker is 
required on that segment.

In many circumstances the IK solution is preferred to the six DOF solution because the inclusion 
of the joint constraints is a means to minimize artifact, but one must determine the appropriateness of 
the joint constraints. For example, an experiment focused on understanding the kinematics of a dam-
DJHG�NQHH��H�J���DQWHULRU�FUXFLDWH�OLJDPHQW�LQMXU\��PLJKW�QRW�EHQH¿W�IURP�DQ�,.�VROXWLRQ�EHFDXVH�WKH�
prescribed motion of the knee joint may hide the damage. IK is an extension to the segment optimiza-
tion pose estimation because if a joint is ascribed six degrees of freedom, the solutions are equivalent.

It is well known that residual errors E(�q)  (see equation 2.58) computed by optimization algorithms 
UHÀHFW�PDUNHU�QRLVH�DQG�VRIW�WLVVXH�DUWLIDFW��)RU�VHJPHQW�RSWLPL]DWLRQ�PHWKRGV��SODFLQJ�PDQ\�GLVWULEXWHG�
PDUNHUV�RQ�D�VHJPHQW�ZLOO�UHGXFH�WKH�HIIHFW�RI�XQFRUUHODWHG�QRLVH��&DSSR]]R�HW�DO���������DQG�MRLQW�
constraints used by the global optimization method reduce additionally the effect of errors normal to 
the constraints. What we really want to do, however, is to minimize the effect of systematic error on 
WKH�HVWLPDWHG�SRVH��$V�UHSRUWHG�E\�&HUHDWWL�DQG�FROOHDJXHV���������WKHUH�KDYH�EHHQ�VHYHUDO�DWWHPSWV�WR�
PRGLI\�RSWLPL]DWLRQ�PHWKRGV�WR�PLQLPL]H�VRIW�WLVVXH�DUWLIDFW��$QGULDFFKL�HW�DO��������&DSSR]]R�HW�DO��
1997) but none of the approaches were satisfactory because discriminative models have no mechanism 
to compute a compensation for systematic errors even when the presence of this soft tissue artifact 
can be modeled. It has been proposed that pose estimation from noisy motion-capture data is better 
tackled by assuming uncertainty in the data and using well-established probabilistic algorithms based 
on Bayesian inference (Todorov 2007). Bayesian statistics is particularly well suited for dealing with 
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uncertain data because it provides a framework for making inferences based on uncertain information. 
It is well beyond the scope of this chapter to elaborate on probabilistic pose estimation, but we would 
be remiss in leaving the reader with the impression that there is no potential solution to the issue of 
soft tissue artifact.

JOINT ANGLES
A joint angle is the relative orientation of one local coordinate system with another local coordinate 
system and is independent of the position of the origin of these coordinate systems. Joint angles rep-
resent a conceptual challenge to many biomechanists, so we have attempted to explain them carefully. 
,W�LV�LPSRUWDQW�WKDW�WKH�UHDGHU�EH�DZDUH�RI�WKH�IROORZLQJ�FKDOOHQJHV�

1. Joint angles are rarely represented by an orientation matrix but instead are represented by a param-
eterized representation of this orientation matrix, and often the resulting angle is not a vector. This 
PHDQV�WKDW�WKH�DQJOHV�FDQQRW�EH�DGGHG�RU�VXEWUDFWHG��ZKLFK�PDNHV�WKH�VSHFL¿FDWLRQ�RI�D�UHIHUHQFH�
angle awkward.

2. 7KHUH�DUH�MRLQWV��VXFK�DV�WKH�VKRXOGHU��IRU�ZKLFK�WKHUH�LV�QR�VLQJOH�GH¿QLWLRQ�RI�D�MRLQW�DQJOH�WKDW�LV�
anatomically meaningful for the full range of motion of the joint.

3. A number of clinical and sport-related conventions specify an angle relative to a motion-based 
coordinate system (e.g., a swing plane in golf, or the direction of travel of a thrown object) and 
not to a structural or anatomically based coordinate system. This requires the creation of virtual 
coordinate systems that vary from trial to trial rather 
WKDQ�E\�WKH�GH¿QLWLRQ�RI�WKH�VHJPHQWV�

4. 2-D projected angles in the sagittal, frontal, and trans-
verse planes, although conceptually straightforward 
to understand, do not constitute a 3-D angle. In fact, 
reporting multiple planar views of angles as if they were 
a 3-D angle is incorrect.

6HYHUDO�PHWKRGV�FDQ�EH�XVHG�WR�SDUDPHWHUL]H�WKH�UHOD-
tive orientation of two coordinate systems (e.g., Grood and 
6XQWD\�������6SRRU� DQG�9HOGSDXV�������:ROWULQJ��������
7KUHH�RI�WKH�PRVW�FRPPRQO\�XVHG�PHWKRGV��WKH�&DUGDQ�
Euler method (e.g., Davis et al. 1991; Engsberg & Andrews 
1987), the joint coordinate system method (e.g., Grood and 
6XQWD\�������6RXWDV�/LWWOH�HW�DO���������DQG�WKH�KHOLFDO�DQJOH�
method (e.g., Woltring 1991), are presented in this chapter.

To illustrate the notion of a rotating coordinate system, 
we can look at a 2-D rotation about a single axis (in this 
case, the x�D[LV���,Q�¿JXUH�������WKH�FRRUGLQDWH�V\VWHPV�GHV-
ignated as xyz and x'y'z' initially are coincident with each 
other. That is, the origins are the same and the y- and y'-axes 
DUH�SDUDOOHO��7KH�/&6�x'y'z' is then rotated from the right 
KRUL]RQWDO�RI�/&6�xyz by an angle " (e.g., positive rotation 
about the x-axis). The rotation matrix Rx  describing the 
transformation from 

�
P  to 

�
P '  in 2-D is

 Rx =
cos� sin�
�sin� cos�

�

�
�
�

�

�
�
�

 (2.59)

A vector 
�
P �FDQ�EH�UHSUHVHQWHG�LQ�HLWKHU�/&6��HLWKHU�

�
P =

�
Py ,
�
Pz( ) or �P ' = �P 'y , �P 'z( )  using the rotation 

matrix (equation 2.59). The vector 
�
P  can be transformed into 

�
P ' �DV�IROORZV�

 �
P ' = Rx

�
P or

y '
z '

�

�
�
�

�

�
�
�
= Rx

y
z

�

�
�
�

�

�
�
�

 (2.60)
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 ŸFigure 2.14 The coordinate systems 
here are designated as xyz and x'y'z'. The 
rotation occurs about the x and x'axes, which 
are not shown in this figure. The vector 

�
P  can 

be represented both in the coordinate system 
yz as Py ,Pz( )  and the coordinate system 'z' as 
Py ,Pz( ) . If the coordinate system yz is rotated 

to y'z' through the angle #, a rotation matrix 
can be determined to transform the vector �
P into

�
P ' .
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6LPLODUO\��WKH�YHFWRU�
�
P '  can be transformed into 

�
P �DV�IROORZV�

 P
��
= R 'x

�
P ' or

y
z

�

�
�
�

�

�
�
�
= R 'x

y '
z '

�

�
�
�

�

�
�
�

 (2.61)

In this example, vectors can be presented in different coordinate systems. That is, given a vector in 
one coordinate system, the same vector can be represented in another coordinate system by means of 
a rotation matrix.

Cardan-Euler Angles
$���'�URWDWLRQ�PDWUL[��LQ�RWKHU�ZRUGV��WKH�RULHQWDWLRQ�RI�RQH�/&6�ZLWK�UHVSHFW�WR�DQRWKHU�/&6��FDQ�EH�
represented by three successive rotations about unique axes. This means that three elements (angles) 
fully specify the nine components of a 3 ! 3 rotation matrix. The order of the rotations matters greatly, 
and for clarity we describe one particular sequence fully and comment on other sequences.

7KH�&DUGDQ�URWDWLRQ�VHTXHQFH�XYZ�LV�RIWHQ�XVHG�LQ�ELRPHFKDQLFV��&ROH�HW�DO���������7KLV�VHTXHQFH�
LQYROYHV� WKUHH� VWHSV��¿UVW�� URWDWLRQ�DERXW� WKH� ODWHUDOO\�GLUHFWHG�D[LV� (X); second, rotation about the 
anteriorly directed axis (Y); and third, rotation about the vertical axis (Z). Remember that the X-axis 
is directed laterally for the right-side segments and medially for the left-side segments. This sequence 
RI�URWDWLRQV�LV�GLDJUDPPHG�LQ�¿JXUH������
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 ŸFigure 2.15 Cardan sequence XYZ of rotations first about (a) the X-axis of the stationary 
coordinate system ($); then about (b) the new y1-axis (%); and finally about (c) the z2-axis (&).

8VLQJ�¿JXUH�������ZH�VHH�WKDW�WKH�¿UVW�URWDWLRQ�
($) takes place about the X-axis and leads to new 
orientations of the y- and z-axes (y1 and z1), with 
the X-axis remaining in the same orientation and 
now labeled x1. The second rotation (%) about 
the y1-axis leads to new positions of the x1- and 
z1-axes (x2 and z2). For the third rotation (&) about 
the z2-axis, the x2- and y2-axes assume the new 
orientation of x3 and y3.

)RU� LOOXVWUDWLYH� SXUSRVHV��ZH�ZLOO� ¿UVW� FRP-
pute a 3-D segment angle, which is the rotation 
RI�D�VHJPHQW�/&6�UHODWLYH�WR�WKH�ODERUDWRU\�*&6�
�VHH�¿JXUH��������6HJPHQW�DQJOHV�RQO\�KDYH�DQD-
tomical meaning when the coordinate systems 
are defined consistently (e.g., in this chapter 
Z-axial, Y-anterior, X-lateral). This means that 
the direction of walking in a gait trial must be 
LQ�WKH�DQWHULRU�GLUHFWLRQ�RI�WKH�ODERUDWRU\�*&6��
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 ŸFigure 2.16 A joint angle is the 
relative orientation of one segment to 
another. In this example, the knee joint 
angle is the orientation of the shank 
segment relative to the thigh segment.
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ZKLFK�LV�QDWXUDOO\�UHVWULFWLYH��VR�PDQ\�ODERUDWRULHV�GH¿QH�D�YLUWXDO�*&6�ZKRVH�DQWHULRU�GLUHFWLRQ�LV�
the direction of walking.

,Q�DQ�HDUOLHU�VHFWLRQ�RI�WKLV�FKDSWHU�ZH�GHPRQVWUDWHG�KRZ�WR�FRPSXWH�WKH�/&6�RI�D�VHJPHQW�DW�HDFK�
frame of data (e.g., equation 2.16 for the pelvis). The resulting orientation matrix is exactly what we 
need for computing a segment angle. By elaborating the rotation matrix for the XYZ sequence, we will 
GHPRQVWUDWH�KRZ�WR�H[WUDFW�WKH�WKUHH�&DUGDQ�DQJOHV��7KH�DQJOHV�IRU�WKH�XYZ sequence are designated 
$��DOSKD��IRU�WKH�¿UVW�URWDWLRQ��% (beta) for the second rotation, and & (gamma) for the third rotation. 
The rotation matrix R for an XYZ rotation sequence is

 
R = RzRyRx  

(2.62)

where

 

 

Rx =
1 0 0
0 cos� sin�
0 �sin� cos�

�

�

�
�
�

�




	
	
	
�Ry =

cos� 0 �sin�
0 1 0
sin� 0 cos�

�

�

�
�
�

�




	
	
	
�Rz =

cos � sin � 0
�sin � cos � 0
0 0 1

�

�

�
�
�

�




	
	
	

 

(2.63)

The rotation matrix is computed by multiplying the three matrices of equation 2.63 to generate

 

 

R =
cos � cos� cos � sin�sin� + sin � cos� sin � sin� � cos � sin�cos�
�sin � cos� cos�cos � � sin � sin�sin� sin � sin�cos� + cos � sin�
sin� �cos�sin� cos�cos�

�

�

�
�
�

�




	
	
	  

(2.64)

7KH�HOHPHQWV�LQ�WKH�FRPELQHG�PDWUL[�UHSUHVHQW�WKH�UHODWLYH�RULHQWDWLRQ�RI�DQ�/&6�UHODWLYH�WR�WKH�*&6��
This matrix is often called the decomposition matrix��7KH�&DUGDQ�DQJOH�FDOFXODWLRQV�DUH�GHULYHG�GLUHFWO\�
from the matrix R in equation 2.64. The angle $�LV�FRPSXWHG�IURP�HOHPHQWV��������DQG��������DV�IROORZV�

 � = tan�1 �R32
R33

�
��

�
��

 (2.65)

The angle %�LV�FRPSXWHG�IURP�HOHPHQWV����������������DQG��������DV�IROORZV�

 � = tan�1 R31
R11
2 + R21

2

�

�
�

�

�
�  (2.66)

The angle &�LV�FRPSXWHG�IURP�HOHPHQWV��������DQG��������DV�IROORZV�

 � = tan�1 �R21
R11

�
��

�
��

 (2.67)

&RPSXWDWLRQDOO\��LI�\RX�XVH�WDQ2 instead of taní�, the range for all three components is in the interval 
>í', '] radians.

The derivation of a segment angle can be extended to the derivation of a joint angle, which is the 
URWDWLRQ�RI�RQH�VHJPHQW�/&6�WR�DQRWKHU�VHJPHQW�/&6��7KH�PRYHPHQW�DW�D�MRLQW�LV�RIWHQ�GH¿QHG�DV�WKH�
orientation of a distal segment relative to a proximal segment (Woltring 1991). For example, the knee 
MRLQW�DQJOHV�FDQ�EH�FRPSXWHG�DV�WKH�RULHQWDWLRQ�RI�WKH�VKDQN�UHODWLYH�WR�WKH�WKLJK��&RPSXWLQJ�D�MRLQW�
angle requires an additional step to the computation of a segment angle because the two segments that 
ZH�ZLOO�XVH�ERWK�KDYH�URWDWLRQ�PDWULFHV�WKDW�GHVFULEH�WKHLU�RULHQWDWLRQ�UHODWLYH�WR�WKH�ODERUDWRU\�*&6�

$V�DQ�LOOXVWUDWLRQ��FRQVLGHU�WKH�NQHH�MRLQW�DQJOH��VHH�¿JXUH��������7KH�WUDQVIRUPDWLRQ�RI�WKH�WKLJK�
/&6�WR�WKH�ODERUDWRU\�*&6�ZDV�SUHVHQWHG�DV�R

RTHIGH
 in equation 2.23. The transformation of the shank 

/&6�WR�WKH�ODERUDWRU\�*&6�ZDV�SUHVHQWHG�DV�R
RSHANK

 in equation 2.29. The transformation of the shank 
/&6�WR�WKH�WKLJK�/&6�FDQ�EH�H[SUHVVHG�DV�IROORZV

 RRKNEE = RRSHANKR'RTHIGH  (2.68)

where R'
RTHIGH

�LV�WKH�WUDQVSRVH�RI�WKH�WKLJK�/&6�PDWUL[�
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7KH�&DUGDQ�DQJOHV�FDQ�EH�GHULYHG�IURP�WKH�URWDWLRQ�PDWUL[�R
RKNEE

 using equations 2.65, 2.66, and 
2.67. For the sequence XYZ�DQG�WKH�DERYH�SUR[LPDOO\�UHIHUHQFHG�NQHH�MRLQW�DQJOH��WKH�WKUHH�&DUGDQ�
(XOHU�DQJOHV�FDQ�EH�LQWHUSUHWHG�WR�UHSUHVHQW�����ÀH[LRQ�H[WHQVLRQ²WKH�ODWHUDOO\�GLUHFWHG�x-axis of the 
WKLJK������DEGXFWLRQ�DGGXFWLRQ²D�QRGDO�D[LV��L�H���DQ�D[LV�SHUSHQGLFXODU�WR�ERWK�WKH�ÀH[LRQ�H[WHQVLRQ�
DQG�D[LDO�URWDWLRQ�D[HV���DQG�����D[LDO�URWDWLRQ²WKH�ORQJLWXGLQDO�z-axis of the shank. It is important 
to note that this interpretation of $, %, and & is only valid if % is less than approximately 40°, and it 
cannot be computed at all if % equals 90°. If % is greater than 40°, as it often is at the shoulder, a dif-
IHUHQW�&DUGDQ�(XOHU�VHTXHQFH�LV�UHTXLUHG�WR�JHQHUDWH�DQ�DQJOH�ZLWK�DQDWRPLFDO�PHDQLQJ��)RU�WKH�ORZHU�
extremities, the XYZ sequence is used and this interpretation is usually valid.

:H�KDYH�SUHVHQWHG�RQO\���RI�WKH����(XOHU�VHTXHQFHV��6L[�RI�WKH����VHTXHQFHV��LQFOXGLQJ�WKH�RQH�
presented here, involve rotations about three different axes (e.g., the previous sequence of XYZ) and 
DUH�UHIHUUHG�WR�DV�&DUGDQ�DQJOHV��7KH�¿UVW�URWDWLRQ�LV�
DERXW�DQ�D[LV�¿[HG�LQ�/&61 (x1, y1, or z1), the second is 
DERXW�D�ÀRDWLQJ�D[LV��DQ�D[LV�WKDW�FKDQJHV�DFFRUGLQJ�
WR�WKH�RULHQWDWLRQV�RI�WKH�¿UVW�DQG�WKLUG�D[HV���DQG�WKH�
WKLUG�LV�DERXW�DQ�D[LV�¿[HG�LQ�/&62 (x2, y2, or z2). The 
remaining sequences have a terminal rotation axis 
LGHQWLFDO�WR�WKH�¿UVW�URWDWLRQ�D[LV��7KHVH�VL[�VHTXHQFHV�
are Euler rotations (e.g., XYX, ZYZ, and so on) and 
WKH�DQJOHV�WKDW�GH¿QH�WKHVH�URWDWLRQV�DUH Euler angles.

%RWK�(XOHU�DQG�&DUGDQ�DQJOHV�GHVFULEH�WKH�RULHQ-
tation of one coordinate system relative to another 
coordinate system as a sequence of ordered rotations 
from the initial position of one coordinate system. 
,Q�ELRPHFKDQLFV��D�&DUGDQ�VHTXHQFH�RI�URWDWLRQV�LV�
used more often for the lower-extremity joint angles 
than is an Euler sequence. For the lower-extremity 
joint angles, and the segment coordinate system 
GH¿QLWLRQV�XVHG�LQ�WKLV�FKDSWHU��RQO\�WKH�&DUGDQ�XYZ 
VHTXHQFH� KDV� WKH� DQDWRPLFDO�PHDQLQJ� RI� ÀH[LRQ�
extension, abduction-adduction, axial rotation, so it is 
YHU\�LPSRUWDQW�WR�EH�DZDUH�RI�WKH�VSHFL¿FDWLRQ�RI�WKH�
VHJPHQW�/&6�DQG�WKH�(XOHU�&DUGDQ�VHTXHQFH�XVHG��
If you elect to change your coordinate system con-
vention from the one presented in this chapter (e.g., 
Z-axial, Y-anterior), make sure you understand the 
consequences of that choice. For a coordinate system 
with Y-axial and X-anterior, the lower extremity joint 
angles often use the sequence ZXY.

)URP�)LJXUH� ������ZH� FDQ� VHH� WKDW� WKH�ÀH[LRQ�
extension graph is similar to a comparable 2-D graph. 
It is also clear that the range of motion of the axial 
and abduction-adduction rotation angles is small 
UHODWLYH� WR� WKH�ÀH[LRQ�DQJOH��'DYLV�DQG�FROOHDJXHV�
(1991) stated that abduction-adduction and axial rota-
tion angles are not used in their clinical laboratory 
because of the poor signal-to-noise ratio associated 
with these data. However, although these angles are 
small, they may contain information that is pertinent 
to understanding human locomotion.

The hip angles are calculated with the same 
formulas that were used for the knee angles but 
XVH�WKH� WKLJK�/&6�UHODWLYH� WR� WKH�SHOYLV�/&6��7KH�
same formulas are also solved for the ankle angles, 
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 ŸFigure 2.17 Walking 3-D hip angles of a healthy 
individual over a stride cycle: top, sagittal plane 
(flexion-extension); middle, frontal plane (adduction-
abduction); and bottom, transverse plane (internal-
external rotation).



54 ` Research Methods in Biomechanics

XVLQJ�WKH�IRRW�/&6�UHODWLYH��QRWH�WKDW�WKLV�LV�W\SLFDOO\�R
FOOT2

 described by equation 2.42), but the terms 
FRQFHUQLQJ� WKH� DFWLRQV� DUH�GLIIHUHQW��)RU� WKH� DQNOH�� WKH�ÀH[LRQ�H[WHQVLRQ� DQJOH��$, refers to ankle 
GRUVLÀH[LRQ�SODQWDU�ÀH[LRQ��WKH�VHFRQG�DQJOH��%, is referred to as ankle inversion-eversion; and the 
axial rotation angle, &, is referred to as ankle abduction-adduction.

)RU�WKH�OHIW�ORZHU�H[WUHPLW\��WKH�/&6�RI�HDFK�VHJPHQW�LV�FRPSXWHG�LQ�H[DFWO\�WKH�VDPH�PDQQHU�DV�
for the right limb. However, because of the strict use of the right-hand rule, the i' direction is medially 
directed, whereas it was laterally directed in the right limb. To maintain the same anatomical polar-
ity between right and left joint angles, the left limb abduction-adduction and axial rotation angles are 
PXOWLSOLHG�E\�í��

FROM THE SCIENTIFIC LITERATURE
Siegel, K.L., T.M. Kepple, P.G. O’Connell, L.H. Gerber, and S.J. Stanhope. 1995. A tech-

nique to evaluate foot function during the stance phase of gait. Foot & Ankle International. 
16(12):764-770.

The purpose of this study was to develop and describe a biomechanical 3-D evaluation of foot func-
tion during gait. This study included one participant without a foot abnormality, four participants 
with rheumatoid arthritis, and one participant with an excessively pronated foot. The investigators 
evaluated foot function using a 3-D motion-capture system. Kinematic data were expressed relative 
WR�RQH�RI�WKUHH�FRRUGLQDWH�V\VWHPV��LQ�WKH�ORFDO�FRRUGLQDWH�V\VWHP�WKH�z-axis was vertical, the y-axis 
corresponded to the path of progression, and the x-axis was perpendicular to the other two. Kinematic 
data selected for analysis included the absolute segment and relative joint angular displacements. The 
results indicated that foot function clearly changed with increasing severity of forefoot disease (see 
¿JXUH��������7KLV�PHDVXUHPHQW�WHFKQLTXH�ZDV�DEOH�WR�GLVFULPLQDWH�SDWLHQWV�ZLWK�UKHXPDWRLG�DUWKULWLV�
from a healthy population and to discriminate different levels of the disease. Future studies will use 
this technique to study the impact of disease and treatment on foot function.
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 ŸFigure 2.18 Plots showing the angles of the foot (FCS) relative to the leg (LCS) as a percent 
of the support phase. Healthy subject, blue line; female rheumatoid arthritis patient, dashed line; 
and male rheumatoid arthritis patient, gray line. (a) Foot-floor contact angle; (b) foot-shank dorsi–
plantar flexion angle.
$GDSWHG�IURP�.�/��6LHJHO�HW�DO���������³$�WHFKQLTXH�WR�HYDOXDWH�IRRW�IXQFWLRQ�GXULQJ�WKH�VWDQFH�SKDVH�RI�JDLW�́ �Foot & Ankle 
International�����������������
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Joint Coordinate System
7KH�MRLQW�FRRUGLQDWH�V\VWHP��-&6��ZDV�¿UVW�SURSRVHG�WR�GHVFULEH�WKH�PRWLRQ�RI�WKH�NQHH�MRLQW��*URRG�
DQG�6XQWD\�������DQG�KDV�VLQFH�EHHQ�DSSOLHG� WR� WKH�RWKHU� ORZHU�H[WUHPLW\� MRLQWV��7KH�PHWKRG�ZDV�
developed so that all three rotations between body segments had a functional, anatomical meaning. The 
-&6�DSSURDFK�XVHV�RQH�FRRUGLQDWH�D[LV�IURP�HDFK�/&6�RI�WKH�WZR�VHJPHQWV�WKDW�FRQVWLWXWH�WKH�MRLQW��
,Q�WKH�H[DPSOH�RI�WKH�NQHH��VHH�¿JXUH��������WKH�ORQJLWXGLQDO�D[LV�RI�WKH�-&6�LV�WKH�z�D[LV�RI�WKH�/&6�
of the distal segment ( k̂ 'shank ) and the laterally directed axis is the x�D[LV�IURP�WKH�/&6�RI�WKH�SUR[LPDO�



Three-Dimensional Kinematics _�55

segment ( î 'thigh )��7KH�WKLUG�D[LV�LV�D�ÀRDWLQJ�D[LV�WKDW�
is the cross product of the longitudinal and lateral 
axes and thus is perpendicular to the plane formed by 
these directed axes ( k̂ 'shank � î 'thigh ). It should be clear 
that the vertical and lateral axes of this system are 
QRW�QHFHVVDULO\�SHUSHQGLFXODU��7KH�-&6�LV��WKHUHIRUH��
QRW�DQ�RUWKRJRQDO�V\VWHP��7KH�-&6�IRU�DQ�LQVWDQW�LQ�
time for the knee joint is schematically presented in 
¿JXUH������

$QJOHV� RI� WKH� -&6� DUH� GHVLJQDWHG� DV�$ for 
ÀH[LRQ�H[WHQVLRQ��% for abduction-adduction, and 
& for external-internal rotation with precisely same  
PHDQLQJ�DV�LQ�WKH�&DUGDQ�DQJOHV�SUHVHQWHG�HDUOLHU��
Flexion-extension is assumed to be a rotation about the 
laterally directed axis of the proximal segment ( î 'thigh ),  
DEGXFWLRQ�DGGXFWLRQ�LV�D�URWDWLRQ�DERXW�WKH�ÀRDWLQJ�
axis ( k̂ 'shank � î 'thigh ), and axial rotation is a rotation 
about the vertical axis of the distal segment ( k̂ 'shank ).  
,W�KDV�EHHQ�VKRZQ�WKDW�WKH�-&6�LV�HTXLYDOHQW�WR�DQ�
XYZ�&DUGDQ�URWDWLRQ�VHTXHQFH�GHVFULEHG�HDUOLHU�EXW�
only when the proximal segment is the reference 
VHJPHQW��&ROH�HW�DO��������
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 ŸFigure 2.19 Representation of the JCS of the 
knee. The vertical axis is the k̂ -axis of the shank 
LCS, the mediolateral axis is the î -axis of the thigh 
LCS, and the floating axis is calculated by the cross 
product k̂ � î .

FROM THE SCIENTIFIC LITERATURE
McClay, I., and K. Manal. 1997. Coupling parameters in runners with normal and excessive prona-

tion. Journal of Applied Biomechanics 13:109-24.

The purpose of this study was to 
investigate differences in the cou-
pling behavior of foot and knee 
motions during the support phase 
of running in normal pronators (NL) 
and in those with excessive prona-
tion (PR). The authors collected 
three-dimensional data and then 
computed ankle and knee angles 
XVLQJ�WKH�-&6��¿JXUH�������

Excursion ratios between rear-
foot eversion and tibial internal 
rotation were compared between the 
WZR�JURXSV�DQG�IRXQG�WR�EH�VLJQL¿-
cantly lower in the pronator subjects. 
Timing between peak eversion, 
NQHH�ÀH[LRQ��DQG�NQHH�LQWHUQDO�URWD-
tion was also assessed. The timing 
between peak knee and rear-foot 
DQJOHV�ZDV�QRW�VLJQL¿FDQWO\�GLIIHU-
ent between the groups, although 
times were more closely matched in 
the normal subjects. Results of this 
study suggested that increased motion of the rear foot can lead to excessive movement at the knee.
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 ŸFigure 2.20 Ensemble angle-angle diagram of ankle eversion 
and knee internal rotation for normal and excessive pronation subjects.
5HSULQWHG��E\�SHUPLVVLRQ��IURP�,��0F&OD\�DQG�.��0DQDO��������³&RXSOLQJ�SDUDPHWHUV�LQ�
runner with normal and excessive pronation,” Journal of Applied Biomechanics�������������
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Helical Angles
$QRWKHU�PHWKRG�RI� SDUDPHWHUL]LQJ� WKH� RULHQWDWLRQ� RI� RQH�/&6�
WR�DQRWKHU�/&6�LV�EDVHG�RQ�WKH�¿QLWH�KHOLFDO�D[LV or screw axis 
(Woltring et al. 1985; Woltring 1991). In this technique, a position 
YHFWRU�DQG�DQ�RULHQWDWLRQ�YHFWRU�DUH�GH¿QHG��$Q\�¿QLWH�PRYHPHQW�
from a reference position can be described in terms of a rotation 
about and translation along a single directed line or axis (i.e., the 
helical or screw axis) in space with unit direction 

�n ��¿JXUH��������
Note that in many cases this axis will not coincide with any of the 
GH¿QHG�D[HV�RI�WKH�/&6�RI�HLWKHU�VHJPHQW�

7KH�RULHQWDWLRQ�YHFWRU�LV�GH¿QHG�IURP�WKH�URWDWLRQ�PDWUL[�R' 
calculated previously (see equation 2.61). The orientation vector 
components are calculated using the relationships outlined by 
6SRRU�DQG�9HOGSDXV���������7KH�RULHQWDWLRQ�FRPSRQHQWV�FDQ�EH�
determined as

 

sin� �n = 1
2

R23 �R32

R31 �R13
R12 �R21

�

�

�
�
�

�

�

�
�
�

 

(2.69)

If 
�nT�n  = 1 and sin (���

1
2
2 , we can use the following equation 

to solve for sin (�

 sin� = 1
2

R23 �R32( )2 + R31 �R13( )2 + R12 �R21( )2  (2. 70)

However, if sin ( >
1
2
2 , we can use the following equation to solve for cos (�

 cos� = 1
2
R11 +R22 +R33 �1( )  (2.71)

We can then calculate the unit vector, 
�n , along the helical axis as

 �n =

1
2

R23 � R32
R31 � R13
R12 � R21

�

�

�
�
�

�

�

�
�
�

2sin�
 

(2.72)

Putting it all together from equation 2.71 the magnitude of (�DSSOLHG�WR�HTXDWLRQ������DV�

 

� = sin–1 1
2

R23 – R32( )2 + R31 – R13( )2 + R12 – R21( )2�
��

�
��

or � = cos–1 R11 + R22 + R33 –1
2

�
��

�
��  

(2.73)

Cardan-Euler System Versus Joint Coordinate System 
Versus Helical Angles
2I�WKH�PHWKRGV�SUHVHQWHG�KHUH��WKH�&DUGDQ�(XOHU�DQG�-&6�WHFKQLTXHV�DUH�WKH�PRVW�ZLGHO\�XVHG�IRU�
calculating 3-D joint angles. Neither of these two approaches appears to have any obvious advantages 
or disadvantages over the other. In fact, the principle of the two approaches is the same, and, for the 
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 ŸFigure 2.21 A finite helical axis is 
defined from the translation (t) along 
and a rotation (() about the helical axis 
(n) from point p1 to point p2.
Adapted from Human Movement Science��9RO��
10, “Representation and calculation of 3-D joint 
movement,” H.J. Woltring, pg. 603-616, copy-
right 1991, with permission of Elsevier.
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XYZ sequence, the angles calculated by each should give exactly the same results. There are advantages 
and drawbacks, however, relative to using helical angles.

7KH�PDMRU�DGYDQWDJH�IRU�&DUGDQ�(XOHU�DQJOHV�RYHU�KHOLFDO�DQJOHV�LV�WKDW�&DUGDQ�(XOHU�DQJOHV�DUH�
widely used in biomechanics and provide a well-understood anatomical representation of joint angles 
of the lower extremities. The XYZ sequence fails to have anatomical meaning if the Y rotation is greater 
than approximately 40° of abduction and, in the case of gimbal lock (when the second rotation equals 
±90°), has no meaning at all. However, this is generally a much greater problem in the upper extremity 
than in the lower extremity.

Helical angles are especially appropriate when the rotation is very small. In addition, they eliminate 
the problem of gimbal lock. However, the representation of joint motion provided by helical angles 
does not always correspond with an anatomical representation that is clinically meaningful. In addi-
tion, helical angles are very sensitive to noisy coordinate data. Therefore, the coordinate data must be 
substantially smoothed before the helical angles are calculated.

Joint Angle Normalization
Joint angles parameterize the rotation matrix representing the transformation of one segment coordi-
nate system into another segment coordinate system. Joint angles are therefore directly dependent on 
WKH�RULHQWDWLRQ�RI�WKH�VHJPHQW�/&6��0DQ\�LQYHVWLJDWRUV��KRZHYHU��SUHIHU�WR�GHFODUH�WKDW�WKH�VWDQGLQJ�
posture should be considered a reference posture from which all joint angles are computed. In other 
words, all joint angles in the standing posture should be considered zero. Referencing a joint angle to 
a reference posture is referred to as angle normalization.

The process of normalization is much more complicated than many people suspect because joint 
angles are not vectors. This means that they cannot be added or subtracted. Therefore, a normalized 
joint angle is not computed simply by subtracting the joint angle in the reference posture from the 
computed joint angle at a given frame of data.

7KH�URWDWLRQ�PDWUL[�WKDW�GH¿QHV�WKH�UHODWLYH�RULHQWDWLRQ�RI�D�VHJPHQW��R
Seg

, with a reference segment, 
R

Ref 
, can be expressed as

 
R = RSegR'Ref  (2.74)

For a normalized joint angle, the rotation matrix must include the orientation of the segments in the 
calibration pose R

CalSeg
 and R

CalRef
�DQG�LV�H[SUHVVHG�DV�IROORZV�

 
R = R'CalSegRSeg( ) R'CalRef RRef( ) '  (2.75)

The normalized joint angles can then be extracted from R as was done previously. One of the risks of 
this form of normalization is that the reference poses may result in gimbal lock relative to the movement 
trials. This can occur if the subject in the standing trial is orientated perpendicular to the movement trial.

$Q�H[SOLFLW��DQG�HTXLYDOHQW��ZD\�WR�IRUFH�WKH�UHIHUHQFH�SRVWXUH�WR�UHSUHVHQW�D�]HUR�DQJOH�LV�WR�GH¿QH�
all segment coordinate systems in the standing trial to have precisely the same orientation but have 
the anterior direction consistent with anterior direction of the subject. One way to accomplish this is 
WR�LJQRUH�WKH�DQDWRPLFDO�ODQGPDUNV�DQG�IRUFH�DOO�VHJPHQWV�WR�EH�DOLJQHG�ZLWK�WKH�ODERUDWRU\�*&6��
The effect is the same as the computation of the normalized joint angle previously described. There 
are many more subtle tricks for aligning segment coordinate systems, but these are beyond the scope 
of this chapter.

6RPH�DXWKRUV�XVH�QRUPDOL]DWLRQ�ZLWK�WKH�LQWHQWLRQ�WR�FOHDQ�XS�HUURUV�LQ�WKH�GHWHUPLQDWLRQ�RI�WKH�
segment coordinate systems caused by the misplacement of markers. In effect, these authors are 
assuming that making the reference posture a zero angle will result in uniformity across subjects and 
data collection sessions (e.g., zero angle will have a consistent meaning). This assumption is in error 
because the coordinate systems may still be incorrect. The reference posture may indeed have a common 
angle of zero for the reference posture across sessions, but if the segment coordinate systems are not 
aligned consistently across sessions, no posture other than the reference posture will be guaranteed to 
EH�HTXLYDOHQW��QRWH��D�VWRSSHG�FORFN�LV�FRUUHFW�WZLFH�D�GD\��
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JOINT ANGULAR VELOCITY AND ANGULAR 
ACCELERATION OF CARDAN JOINT ANGLES
In a 2-D analysis, to obtain the joint angular velocity, the joint angle is simply differentiated with 
respect to time, and for angular acceleration, the joint angle can be differentiated twice with respect 
to time. However, in a 3-D analysis, the derivative of the joint angles �� ,� ��,� ��( )  is not equivalent to 
WKH�MRLQW�DQJXODU�YHORFLW\�QRU�LV�WKH�GRXEOH�GHULYDWLYH�HTXDO�WR�DQJXODU�DFFHOHUDWLRQ�EHFDXVH�&DUGDQ�
angles are not vectors.

:H�FDQ�FRPSXWH�WKH�DQJXODU�YHORFLW\�RI�D�VHJPHQW�UHODWLYH�WR�WKH�ODERUDWRU\�*&6�E\�GLIIHUHQWLDWLQJ�
WKH�URWDWLRQ�PDWUL[�XVLQJ�¿QLWH�GLIIHUHQFHV��7KH�DQJXODU�YHORFLW\�)

i
 at time t

i
 is computed from the 

transformation between the rotation matrix Rti�1  at time t
ií� and Rti+1  at time t

i+1
�DV�IROORZV�

 
R� = Rti+1Rti�1  

(2.76)

 
� i =

�
ti+1 � ti�1  

(2.77)

where � = cos�1 R�11 + R�22 + R�33 - 1
2

�
��

�
�� .

:H�FDQ�FRPSXWH�WKH�XQLW�YHFWRU�DV�

 

�v =

R�23 – R�32

R�31 – R�13

R�12 – R�21

�

�

�
�
�
�

�

�

�
�
�
�

2sin�  

(2.78)

DQG�WUDQVIRUP�WKH�XQLW�YHFWRU�LQWR�WKH�*&6�IURP�WKH�FRRUGLQDWH�V\VWHP�IURP�ZKLFK�WKH�UHODWLYH�URWD-
WLRQ�EHJDQ�

 
û = R'ti�1v̂�  (2.79)

The angular velocity vector is therefore

 � i = � i û  (2.80)

Joint angular velocity is a vector that describes the relative angular velocity of one segment to another. 
In this case the rotation matrix R can be replaced by the rotation matrix determined using equation 2.61.

The joint angular velocity, � =
�X

�Y

�Z
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�
�
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�
�
��FDQ�EH�H[SUHVVHG�LQ�WHUPV�RI�WKH�GHULYDWLYHV�RI�WKH�&DUGDQ�
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 Because angular velocity is a vector, we can compute angular acceleration,
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��DV�WKH�¿UVW�
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(2.82)

SUMMARY
3-D kinematics are straightforward mathematically but conceptually challenging for everyone, and 
the reader should focus carefully on the details of the transformations between coordinate systems. It 
should be stressed that 3-D joint angles are not equivalent to projected planar 2-D angles.

9DULRXV�PDUNHU�VHWXSV��DOO�RI�ZKLFK�KDYH�SURV�DQG�FRQV��FDQ�EH�XVHG��0LQLPDOO\��KRZHYHU��WKUHH�
QRQFROOLQHDU�PDUNHUV�PXVW�GH¿QH�D�VHJPHQW�/&6�DQG�WKUHH�QRQFROOLQHDU�PDUNHUV�PXVW�WUDFN�WKH�SRVH�
RI�WKH�/&6��7KH�WKUHH�SRVH�HVWLPDWLRQ�DOJRULWKPV�SUHVHQWHG²GLUHFW�SRVH�HVWLPDWLRQ��VHJPHQW�RSWL-
PL]DWLRQ��DQG�JOREDO�RSWLPL]DWLRQ²YDU\�LQ�PDWKHPDWLFDO�FRPSOH[LW\�DQG�LQ�WKHLU�DELOLW\�WR�FRSH�ZLWK�
artifacts in the data.

6HYHUDO�PHWKRGV�DUH�XVHG�WR�FDOFXODWH�MRLQW�DQJOHV�� LQFOXGLQJ�����WKH�&DUGDQ�(XOHU�DSSURDFK������
WKH�-&6�DSSURDFK��DQG�����WKH�¿QLWH�KHOLFDO�D[LV�DSSURDFK��7KH�PRVW�ZLGHO\�XVHG�LQ�WKH�ELRPHFKDQLFV�
OLWHUDWXUH�IRU�WKH�ORZHU�H[WUHPLW\�DUH�WKH�&DUGDQ�(XOHU�DQG�-&6�DSSURDFKHV�
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KINETICS
Kinetics is the study of the causes of motion. In essence, it is the recording and study of forces and 
how they affect motion. Forces can change the linear or angular motion of a body by changing the 
body’s linear or angular momentum. Forces can also work by changing the mechanical energy of 
a body either by increasing it (called positive work) or by reducing it (called negative work). In 
analyzing human motion, it is often necessary to quantify the inertial properties of various parts of 
the body. Chapter 3 introduces commonly used methods to determine segmental inertial properties 
such as mass, center of mass (also called center of gravity), and moment of inertia. In chapter 4, 
the basic laws concerning forces are outlined along with the concepts of their vector nature, their 
ability to create rotation (moment of force), and the principle of impulse and momentum. Finally, 
methods for directly recording forces are described. Chapter 5 continues the study of kinetics 
by explaining how two-dimensional kinematics coupled with inertial properties can indirectly 
quantify the net forces and net moments of force that must be present at human joints to produce 
the observed motions. This process is called inverse dynamics. Next, chapter 6 introduces the 
concepts of mechanical energy, work, and power, two-dimensionally. This chapter includes how 
to compute the work done by the moments of force computed in chapter 5. Chapter 7 provides the 
mathematical processes necessary for performing inverse dynamics and computing the powers 
produced by the resulting moments of force in three dimensions instead of just two. Appendixes 
D and E provide background mathematics for chapter 7.

PART II
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Chapter 3

Body Segment  
Parameters
D. Gordon E. Robertson

Anthropometry is the discipline concerned with 
the measurement of the physical characteristics 
of humans. Biomechanists are mainly interested 

in the inertial properties of the body and its segments, a 
VXE¿HOG�RI�DQWKURSRPHWU\�FDOOHG�body segment param-
eters. Before a kinetic analysis of human movement is 
possible, each segment’s physical characteristics and 
inertial properties must be determined. The relevant 
characteristics are the segmental mass, locations of 
the segmental centers of gravity, and segmental mass 
moments of inertia.

This chapter is not meant to be a detailed account of 
the study of anthropometry or body segment parameters; 
they are described elsewhere (e.g., Contini 1972; Drillis 
et al. 1964; Nigg and Herzog 1994; Zatsiorsky 2002). In 
this chapter, we

 Ź present background material on measuring and 
estimating body segment parameters,

 Ź outline computational methods for quantifying total 
body and segmental inertial characteristics for planar 
(2-D) motion analyses (essential for understanding 
chapters 5 and 6), and

 Ź outline computational methods for quantifying total 
body and segmental inertial characteristics for spatial 
(3-D) motion analyses (essential for understanding 
chapter 7).

To learn about planar motion analysis only, you can 
omit the section titled Three-Dimensional (Spatial) 
Computational Methods from the course of study. 
Equivalently, if spatial (i.e., 3-D) analysis is undertaken, 
the section titled Mass Moment of Inertia (part of the 
Two-Dimensional (Planar) Computational Methods sec-
tion) can be omitted.

METHODS FOR 
MEASURING AND 
ESTIMATING BODY 
SEGMENT PARAMETERS
A major concern for biomechanists is the assumption 
that body segments behave as rigid bodies during move-
ments. This assumption obviously is not valid, because 
ERQHV�EHQG��EORRG�ÀRZV��OLJDPHQWV�VWUHWFK��DQG�PXVFOHV�
contract. It is also common to model some body parts 
as single rigid bodies despite the fact that they consist 
of several segments. For instance, the foot is commonly 
considered to be one segment even though it clearly can 
bend at the metatarsal-phalangeal joints. Similarly, the 
trunk often is treated as one single rigid body or some-
times as two or three. In reality, however, it is a series of 
interconnected rigid bodies including the many intercon-
nected vertebrae, pelvis, and scapulae. These assump-
tions simplify the otherwise complex musculoskeletal 
system and eliminate the necessity of quantifying the 
changes in mass distribution caused by tissue deformation 
DQG�PRYHPHQW�RI�ERGLO\�ÀXLGV��%\�DOVR�DVVXPLQJ�WKDW�
segmental mass distribution is similar among members 
of a particular population, the researcher can estimate 
an individual’s segmental parameters by applying equa-
tions based on the averages obtained from samples taken 
from the population. Several sources offer these averaged 
parameters, but it is best to select from a population that 
closely matches the subject (Hay 1973).

Attempts to quantify body segment parameters gener-
ally fall into four categories: cadaver studies (e.g., Braune 
and Fischer 1889, 1895-1904; Dempster 1955; Fischer 1906; 
Harless 1860), mathematical modeling (e.g., Hanavan  
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1964; Hatze 1980; Yeadon 1990a, 1990b; Yeadon and 
Morlock 1989), scanning and imaging techniques (e.g., 
Durkin and Dowling 2003; Durkin et al. 2002; Mungiole 
and Martin 1990; Zatsiorsky and Seluyanov 1983), and 
kinematic measurements (e.g., Dainis 1980; Hatze 1975; 
Vaughan et al. 1992). Each of these techniques has both 
advantages and disadvantages. We next review some of 
the literature concerning studies that used one or more 
of these techniques.

Cadaver Studies
Inertial properties (mass, center of mass, moment of 
LQHUWLD��DUH�GLI¿FXOW�WR�GHWHUPLQH�IRU�D�SDUWLFXODU�OLYLQJ�
person. If you were to quantify these properties for a 
robot, you would separate each segment and analyze it 
LQGLYLGXDOO\�E\�SHUIRUPLQJ�VSHFL¿F�WHVWV��%HFDXVH�WKLV�
is not possible for living persons, indirect methods must 
be used. For example, the FRHI¿FLHQW�PHWKRG�uses tables 
of proportions that predict the body segment parameters 
from simple, noninvasive measures such as total body 
mass, height, and segment lengths. The earliest attempts 
DW�GH¿QLQJ�WKHVH�SURSRUWLRQV�GDWH�WR�WKH�ZRUNV�RI�+DUOHVV�
(1860), Braune and Fischer (1889), and Fischer (1906), 
EXW�WKH�PRVW�VLJQL¿FDQW�DGYDQFHPHQW�ZDV�WKH�ZRUN�GRQH�
by W.T. Dempster, published in 1955 as the monograph 
6SDFH�5HTXLUHPHQWV�RI�WKH�6HDWHG�2SHUDWRU. This docu-
ment, which Dempster compiled while working for the 
U.S. Air Force, not only outlined the procedures for 
measuring body segment parameters from cadaveric 
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 ŸFigure 3.1 Reuleaux’s (1876) method for calculat-
ing the center of rotation of a body. Points A and B are 
fixed on the rigid body. After movement from position 1 
to position 2, dotted lines are drawn as right bisectors 
of the lines A1-A2 and B1-B2. The center of rotation is 
at the intersection of the dotted lines.

Table 3.1 Dempster’s Segment Endpoint Definitions

Segment Proximal end Distal end

Clavicular link Sternoclavicular joint center: midpoint of 
palpable junction between proximal end of 
clavicle and upper border of sternum

Claviscapular joint center: midpoint of line between coracoid 
tuberosity of clavicle and acromioclavicular articulation at lateral 
end of clavicle

Scapular link Claviscapular joint center: see Clavicular 
link, Distal end

Glenohumeral joint center: midpoint of palpable bony mass of 
head and tuberosities of humerus

Humeral link Glenohumeral joint center: see Scapular link, 
Distal end

Elbow joint center: midpoint between lowest palpable point of 
medial epicondyle of humerus and a point 8 mm above the radiale 
(radiohumeral junction)

Radial link Elbow joint center: see Humeral link, Distal 
end

Wrist joint center: distal wrist crease at palmaris longus tendon 
or palpable groove between lunate and capitate bone in line with 
metacarpal bone III

Hand link Wrist joint center: see Radial link, Distal end Center of mass of hand: midpoint between proximal transverse 
palmar crease and radial longitudinal crease in line with third digit

Femoral link Hip joint center: tip of femoral trochanter, 1 
cm anterior to most laterally projecting part 
of greater trochanter

Knee joint center: midpoint between centers of posterior 
convexities of femoral condyles

Leg link Knee joint center: see Femoral link, Distal 
end

Ankle joint center: level of a line between tip of lateral malleolus 
RI�¿EXOD�DQG�D�SRLQW���PP�GLVWDO�RI�WKH�WLELDO�PDOOHROXV

Foot link Ankle joint center: see Leg link, Distal end Center of gravity of foot: midway between ankle joint center and 
ball of foot at head of metatarsal II

materials but also included tables for proportionally 
determining the body segment parameters needed to 
biomechanically analyze human motion.

Dempster collected data from living persons, from 
anatomical specimens, and, most important (for bio-
mechanists), from eight complete cadavers. First, he used 
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the method of Reuleaux (1876) to determine the average 
FHQWHU�RI�URWDWLRQ�DW�HDFK�MRLQW��VHH�¿JXUH�������$W�VRPH�
joints, particularly the shoulder, the center of rotation 
ZDV� GLI¿FXOW� WR� LGHQWLI\�� DQG� WKHVH� ORFDWLRQV� EHFDPH�
the endpoints for the various body segments. Table 3.1 
GH¿QHV�WKHVH�HQGSRLQWV�

The cadavers were then segmented according to 
Dempster’s own techniques, and their lengths, masses, 
and volumes were carefully recorded. Dempster then 
calculated the location of the center of gravity (using a 
balancing technique) and the moment of inertia (using a 
pendulum technique) for each segment. Finally, Demp-

ster created tables showing the segmental masses as 
proportions of the total body mass and the locations of 
the centers of gravity and lengths of the radii of gyration 
as proportions of the segments’ lengths. (The radius of 
gyration was used as an indirect means of calculating 
rotational inertia. Its meaning and relationship with 
moment of inertia are presented in the next section.) 
7KHVH�GDWD�LQ�PRGL¿HG�IRUP��0LOOHU�DQG�1HOVRQ�������
Plagenhoef 1971; Winter 1990) appear in table 3.2. Later, 
Barter (1957), working with Dempster’s data, performed 
stepwise regression analysis to derive regression equa-
tions that more accurately compute segmental masses.

Table 3.2 Dempster’s Body Segment Parameters

Segment Endpointsa (proximal to distal)

SEgmEntal 
maSS/total 

maSS

CEntEr of 
maSS/SEgmEnt 

lEngth
raDiuS of gyration/

SEgmEnt lEngth

(P)b (Rproximal )c (Rdistal )c (Kcg )d (Kproximal )d (Kdistal )d

Hand :ULVW�FHQWHU�WR�NQXFNOH�,,�RI�WKLUG�¿QJHU 0.0060 0.506 0.494 0.298 0.587 0.577
Forearm Elbow to wrist center 0.0160 0.430 0.570 0.303 0.526 0.647
Upper arm Glenohumeral joint to elbow center 0.0280 0.436 0.564 0.322 0.542 0.645
Forearm 
and hand

 
Elbow to wrist center

 
0.0220

 
0.682

 
0.318

 
0.468

 
0.827

 
0.565

Upper 
extremity

 
Glenohumeral joint to wrist center

 
0.0500

 
0.530

 
0.470 0.368

 
0.645

 
0.596

Foot Ankle to ball of foot 0.0145 0.500 0.500 0.475 0.690 0.690
Leg Knee to ankle center 0.0465 0.433 0.567 0.302 0.528 0.643
Thigh Hip to knee center 0.1000 0.433 0.567 0.323 0.540 0.653
Lower 
extremity

 
Hip to ankle center

 
0.1610

 
0.447

 
0.553

 
0.326

 
0.560

 
0.650

Head C7-T1 to ear canal 0.0810 1.000 0.000 0.495 1.116 0.495
Shoulder Sternoclavicular joint to glenohumeral 

joint center
 
0.0158

 
0.712

 
0.288

Thorax C7-T1 to T12-L1 0.2160 0.820 0.180
Abdomen T12-L1 to L4-L5 0.1390 0.440 0.560
Pelvis L4-L5 to trochanter 0.1420 0.105 0.895
Thorax and 
abdomen

 
C7-T1 to L4-L5

 
0.3550

 
0.630

 
0.370

Abdomen 
and pelvis

 
T12-L1 to greater trochanter

 
0.2810

 
0.270

 
0.730

Trunk Greater trochanter to glenohumeral joint 0.4970 0.495 0.505 0.406 0.640 0.648
Head, arms, 
and trunk

 
Greater trochanter to glenohumeral joint

 
0.6780

 
0.626

 
0.374

 
0.496

 
0.798

 
0.621

Head, arms, 
and trunk

 
Greater trochanter to mid-rib

 
0.6780

 
1.142

 
í�����

 
0.903

 
1.456

 
0.914

a(QGSRLQWV�DUH�GH¿QHG�LQ�WDEOH�����
bA segment’s mass as a proportion of the total body mass.
cThe distances from the proximal and distal ends of the segment to the segment’s center of gravity as proportions of the segment’s length.
dThe radii of gyration about the center of gravity, proximal and distal ends of the segment to the segment’s center of gravity as proportions of 
the segment’s length.
Adapted from D.A. Winter 1990.
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Many other body segment parameter studies have been 
conducted since Dempster’s groundbreaking work. Two in 
particular, by Clauser and colleagues (1969) and Chandler 
DQG�FROOHDJXHV���������DUH�QRWHZRUWK\�EHFDXVH�WKH\�GH¿QHG�
body segments using palpable bony landmarks instead of 

estimated, averaged joint centers of rotation. Clauser and 
colleagues also segmented an additional 13 cadavers (only 
6 were used by Chandler et al.) and presented the results 
LQ�D�WDEOH�VLPLODU�WR�'HPSVWHU¶V��7KH�VHJPHQW�GH¿QLWLRQV�
appear in table 3.3 and the values are presented in table 3.4.

Table 3.3 Clauser and Colleagues’ (1969) Definitions of Endpoints  
of Body Segment Parameters

Endpoint 'H¿QLWLRQ
Acromion 3RLQW�DW�WKH�VXSHULRU�DQG�H[WHUQDO�ERUGHU�RI�WKH�DFURPLRQ�SURFHVV�RI�WKH�VFDSXOD��7KLV�SRLQW�LV�HDVLHU�WR�¿QG�LI�WKH�

subject bends laterally at the trunk to relax the deltoid muscle.
Glabella Bony ridge under the eyebrows.
Metacarpale III 'LVWDO�KHDG�RI�WKH�WKLUG�PHWDFDUSDO��SUR[LPDO�NQXFNOH�RI�WKH�PLGGOH�¿QJHU��
Occiput Occipital process.
Radiale Point at the proximal and lateral border of the head of the radius. Palpate downward in the lateral dimple at the elbow. 

Have the subject pronate and supinate the forearm slowly so that the radius can be felt rotating beneath the skin.
Sphyrion 0RVW�GLVWDO�SRLQW�RI�WKH�PHGLDO�PDOOHROXV�RI�WKH�WLELD��3ODFH�WKH�PDUNHU�RQ�WKH�¿EXOD�DW�WKH�OHYHO�RI�WKH�VSK\ULRQ��

'R�QRW�XVH�WKH�VSK\ULRQ�¿EXODUH��DV�LW�LV�PRUH�GLVWDO�WKDQ�WKH�VSK\ULRQ�
Stylion Styloid process of the radius. The styloid process of the ulna may be used.

Table 3.4 Clauser and Colleagues’ Body Segment Parameters

Segment Endpointsa (proximal to distal)

SEgmEntal 
maSS/total 

maSS

CEntEr of 
maSS/SEgmEnt 

lEngth

raDiuS of 
gyration/

SEgmEnt lEngth
(P)b (Rproximal )c (Rdistal )c (Kcg )d,e (Kproximal )d

Hand Stylion to metacarpale III 0.0065 0.1802 0.8198 0.6019 0.6283
Forearm Radiale to stylion 0.0161 0.3896 0.6104 0.3182 0.5030
Upper arm Acromion to radiale 0.0263 0.5130 0.4870 0.3012 0.5949
Forearm and hand Radiale to stylion 0.0227 0.6258 0.3742
Upper extremity Regression equationf 0.0490 0.4126 0.5874
Foot Heel to toe II 0.0147 0.4485 0.5515 0.4265 0.6189
Foot 6SK\ULRQ�WR�ÀRRU 0.0147 0.4622 0.5378
Leg Tibiale to sphyrion 0.0435 0.3705 0.6295 0.3567 0.5143
Thigh Trochanter to tibiale 0.1027 0.3719 0.6281 0.3475 0.5090
Leg and foot 7LELDOH�WR�ÀRRU 0.0582 0.4747 0.5253
Lower extremity 7URFKDQWHU�WR�ÀRRU��VROH� 0.1610 0.3821 0.6179
Trunk Chin-neck intersection to trochanterg 0.5070 0.3803 0.6197 0.4297 0.5738
Head Top of head to chin-neck intersection 0.0728 0.4642 0.5358 0.6330 0.7850
Trunk and head Chin-neck intersection to trochanter 0.5801 0.5921 0.4079
Total body 1.0000 0.4119 0.5881 0.7430 0.8495

a(QGSRLQWV�DUH�GH¿QHG�LQ�WDEOH�����
bA segment’s mass as a proportion of the total body mass.
cThe distances from the proximal and distal ends of the segment to the segment’s center of gravity as proportions of the segment’s length.
dThe radii of gyration about the center of gravity and the proximal end of the segment to the segment’s center of gravity as proportions of the 
segment’s length.
eComputed from Kcg = Kproximal

2 � Rproximal
2

fRegression equation for arm length = 1.126 (acromion to radiale distance) + 1.057 (radiale to stylion distance) + 12.52 (all lengths in cm).
gChin-neck intersection. The point superior to the cartilage, at the level of the hyoid bone. Marker should be placed level with the intersection 
but at the lateral aspect of the neck.
From Clauser et al. 1969.
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For their 3-D kinematic and kinetic investigation of 
the lower extremity during human gait, Vaughan and col-
leagues (1992) enhanced the methods used by Chandler 
and colleagues (1975). Vaughan and colleagues created 
regression equations for the masses of the lower extremi-
ties that included various segmental anthropometrics, 
such as calf and midthigh circumference, in addition 
to segment length and body mass (table 3.5). Hinrichs 
(1985) also extended Chandler’s work by applying 
regression equations for the calculation of segmental 
moments of inertia. For in-depth reviews of the historical 
DQG�VFLHQWL¿F�GHYHORSPHQW�RI�ERG\�VHJPHQW�SDUDPHWHUV��
refer to Contini (1972), Drillis and colleagues (1964), 
and Hay (1973, 1974).

Mathematical Modeling
Mathematical modeling of the inertial properties of 
human body segments was pioneered by the work of 
Hanavan (1964) when it became necessary to model 
the body for 3-D analyses. Hanavan made the assump-
tion that mass was uniformly distributed within each 
segment and that the segments were rigid bodies that 
could be represented by geometric shapes. Most of the 

segments were modeled as frusta of right-circular cones, 
DV�VKRZQ�LQ�¿JXUH�������$�IUXVWXP�of a cone—frusta in 
the plural—is the base of a cone that has had its vertex 
removed.) The hands were modeled as spheres, the 
head as an ellipsoid, and the trunk segments as ellipti-
cal cylinders. Hanavan’s methods were later enhanced 
to include more segments and more directly measured 
anthropometric measures. For example, Hatze (1980) 
developed a system that uses 242 direct anthropometric 
PHDVXUHPHQWV� WR�GH¿QH�WKH�VHJPHQWDO�SURSHUWLHV�RI�D�
42-DOF, 17-segment model of the body.

Scanning and Imaging 
Techniques
Another approach to determining inertial properties and 
then estimating body segment parameters involves scan-
ning the living body with various radiation techniques. 
For instance, Zatsiorsky and Seluyanov (1983, 1985) 
presented data from an extensive study on the body 
segment parameters of both male (n = 100) and female 
(n = 15) living subjects. To compute mass distribution, 
the investigators used gamma mass scanning to quantify 

Table 3.5 Body Segment Parameters for Equations Developed by Vaughan  
and Colleagues

Segment axis regression equationa

Foot Flexion-extension I f /e = 0.00023mtotal 4 hm
2( )+ 3 l foot2( )�� �� + 0.00022

hm = malleolus height m( )

Abduction-adduction Ia /a = 0.00021mtotal 4 hm
2( )+ 3 l foot2( )�� �� + 0.00067

Internal-external rotation Ii/e = 0.00041mtotal hm
2 +wfoot

2�� �� � 0.00008

wfoot = foot width m( )

Leg Flexion-extension I f /e = 0.00347mtotal lleg
2 + 0.076cleg

2�� �� + 0.00511

cleg = leg circumference m( )

Abduction-adduction Ia /a = 0.00387mtotal lleg
2 + 0.076cleg

2�� �� + 0.00138

Internal-external rotation Ii/e = 0.00041mtotal cleg
2 + 0.00012

Thigh Flexion-extension I f /e = 0.00762mtotal l thigh
2 + 0.076cthigh

2�� �� + 0.01153

cthigh = thigh circumference m( )

Abduction-adduction Ia /a = 0.00762mtotal l thigh
2 + 0.076cthigh

2�� �� + 0.01186

Internal-external rotation Ii/e = 0.00151mtotal cthigh
2 + 0.00305

aMoments of inertia are in kilogram meters squared (kg·m2), Ptotal is the total body mass in kilograms, and lWKLJK, lOHJ, and lfoot are the segment 
lengths in meters.
Reprinted, by permission, from C.L. Vaughan, B.L. Davis, and J.C. O’Connor, 1992, '\QDPLFV�RI�KXPDQ�JDLW�(Champaign, IL: Human Kinetics). By permission of C.L. Vaughan.
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viduals younger than the ages of the cadavers used in 
previous studies; furthermore, the investigators applied 
regression equations to customize body segment param-
eters. These values and methods were more recently 
documented and republished by Zatsiorsky (2002, pp. 
583-616).

In addition to gamma mass scanning, other tech-
niques that have been developed to quantify human body 
segment parameters include photogrammetry (Jensen 
1976, 1978), magnetic resonance imaging (Mungiole 
and Martin 1990), and dual-energy X-ray absorptiometry 
(DEXA; Durkin and Dowling 2003; Durkin et al. 2002).

Some researchers have provided data from popula-
tions that are not well represented by the previously men-
tioned studies, which were based primarily on middle- 
aged male or young adult Caucasians. For example, 
Jensen and colleagues provided data for children (1986, 
1989) and pregnant women (1996), Schneider and Zer-
QLFNH��������TXDQWL¿HG�UHJUHVVLRQ�HTXDWLRQV�IRU�WKH�ERG\�
segment parameters of infants, and Pavol and colleagues 
(2002) estimated inertial properties for the elderly.

Kinematic Techniques
Kinematic techniques are methods that measure 
kinematic characteristics to indirectly determine the 
inertial properties of segments. Hatze (1975) developed 
an oscillation technique that derives the mass, center 
of mass, and moment of inertia of the segments of the 
H[WUHPLWLHV�DQG�WKH�GDPSLQJ�FRHI¿FLHQWV�RI�MRLQWV��7KH�
technique, which cannot be used for the trunk segments, 
requires that a body part be set into oscillation with an 
instrumented spring. The muscles must be relaxed so 
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 ŸFigure 3.2 Hanavan’s geometric model of the body.

FROM THE SCIENTIFIC LITERATURE
Schneider, K., and R.F. Zernicke. 1992. Mass, center of mass and moment of inertia estimates for infant 

limb segments. Journal of Biomechanics 25:145-8.

The purpose of this study was to develop linear regression 
equations that could quantify the body segment param-
eters for infants (0.4-1.5 years). The authors recognized 
that before they could analyze the mechanics of infant 
motion, they needed to develop a new set of anthropo-
metric proportions applicable to infants. Clearly, the mass 
distribution of infants is different from that of adults. This 
is the reason that adult seat belts cannot be used by infants 
or young children, whose total body center of gravity is 
proportionally higher than that of an adult.

The authors collected data from the upper limbs of 44 
infants and the lower limbs of 70 infants. They adapted 
a 17-segment mathematical model developed by Hatze 
(1979, 1980) to data from 18 infants. Hatze’s model 

requires 242 anthropometric measurements to compute 
the volumes of the 17 segments. These data were adjusted 
so that there was a close agreement between the model’s 
estimates of total body mass and the infants’ measured 
masses. Regression analysis was then used to derive mass, 
center of mass, and moment of inertia for the three seg-
ments of the upper limb and three segments of the lower 
limb. The researchers found that infants’ segment masses 
and moments of inertia changed remarkably during the 
¿UVW�������\HDUV�RI�JURZWK�EXW�WKDW�WKH�FHQWHU�RI�PDVV�ZDV�
QRW�JUHDWO\�LQÀXHQFHG�E\�DJH��7KH\�DOVR�FRQFOXGHG�WKDW�
because of the high correlations achieved by their linear 
regression equations (64%-98% variance accounted), 
nonlinear regression was unnecessary.

the density of incremental slices of each segment. This 
method enabled estimations to be made of the mass, 
center of mass, and principal moments of inertia in 3-D 
for a total of 15 segments. Their subjects included indi-
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WKDW� WKH\�GR�QRW� LQÀXHQFH� WKH� GDPSHG�RVFLOODWLRQV�RI�
the spring-limb system. Mathematically derived equa-
tions based on small oscillation theory are then used to 
estimate the properties of the joint and segment based 
on a passively damped reduction of the oscillations of 
the spring-limb system.

Another technique for estimating mass moment of 
inertia is called the TXLFN�UHOHDVH�PHWKRG�(Drillis et al. 
1964). This technique also assumes that the muscles are 
relaxed and that the acceleration of a rapidly accelerated 
segment is affected only by the segment’s rotational 
inertia. Thus, by measuring the angular acceleration of 
a segment after release of a known force (F) or moment 
(M), we can derive the moment of inertia (I) of the seg-
ment from the following relationship:

 I = M�! = (Fd)�! (3.1)

where M (or Fd) is the moment of force immediately 
before release, and ! is the angular acceleration after 
release. Obviously, this method can be used only for 
terminal segments because applying it to other body 
SDUWV�ZRXOG�EH�GLI¿FXOW�

TWO-DIMENSIONAL 
(PLANAR) COMPUTATIONAL 
METHODS
In the following sections, we present methods for com-
puting body segment parameters for 2-D analyses based 
on the traditional proportional methods developed by 
Dempster (1955). These are the simplest types of equa-
tions that yield reasonable results for people of average 
dimensions. Researchers who need more accurate mea-
sures should consult the research literature for methods 
that are suitable for their population of subjects and 
that use procedures and equipment that are within the 
¿QDQFLDO�DQG�SUDFWLFDO�FRQVWUDLQWV�RI�WKHLU�SURMHFW��0DQ\�
excellent reviews of such literature are presented in the 
Suggested Readings for this chapter.

Segment Mass
The standard method for computing segment mass is to 
weigh the subject and then multiply the total body mass 
by the proportion that each segment contributes to the 
total. These proportions (P values) may be taken from 
tables 3.2 or 3.4, but these values were derived from 
middle-aged male cadavers and may not be appropriate 
for all subjects, particularly children and women. For 
young adult subjects, the values presented by Zatsiorsky 
(2002) can be used. Segment mass �PS ) LV�GH¿QHG�DV

� PS = Ps�Ptotal (3.2)

where Ptotal is the total body mass and Ps is the segment’s 
mass proportion. Note that the sum of all the P values 
should equal 1; otherwise, the calculated body weight 
will be incorrect. That is,

 Ps
s = 1

S

� = 1.000  (3.3)

where S is the number of body segments and s is the 
segment number. The values in table 3.2 were derived 
from the work of Dempster (1955), but they have been 
adjusted so that they total unity (i.e., 100%). Dempster’s 
RULJLQDO�SURSRUWLRQV�WRWDOHG�OHVV�WKDQ���DV�D�UHVXOW�RI�ÀXLG�
loss during dissection and other sources of error. Miller 
and Nelson (1973) worked out adjustments to compensate 
for these losses.

EXAMPLE 3.1
Use the proportions in table 3.2 to calculate the thigh 
mass of a person who weighs 80.0 kg.
6HH�DQVZHU�����RQ�SDJH����.

Center of Gravity
Center of gravity and center of mass are in essentially 
the same locations. In biomechanics, the terms are used 
interchangeably. A difference occurs only when a body 
is far from the earth’s surface or otherwise affected by a 
large gravitational source. The center of gravity is the 
point where a motionless body, if supported at that point, 
will remain balanced—the balance point of a body. It is 
the point on a rigid body where the mass of the body can 
be considered to be concentrated for translational motion 
analyses. In other words, the translational motion of a 
rigid body concerns only the motion of the body’s center 
of gravity. This lessens the amount of information that 
needs to be recorded about the body. The body’s shape 
and structure can be ignored and only its center of gravity 
QHHGV�WR�EH�TXDQWL¿HG�

Segment Center of Gravity
To simplify and generalize the process of calculating 
segment centers of gravity, Dempster (1955) developed 
the technique of representing the distances from each 
endpoint of a segment to that segment’s center of grav-
ity as proportions (R values) of the segment’s length 
(L). Given that rSUR[LPDO and rGLVWDO are the distances from 
the proximal and distal ends to the segment’s center of 
JUDYLW\��UHVSHFWLYHO\��WKHVH�SURSRUWLRQV�DUH�GH¿QHG�DV

 RSUR[LPDO = rSUR[LPDO�L (3.4)

 RGLVWDO = rGLVWDO�L (3.5)

Alvaro Escobar

Alvaro Escobar

Alvaro Escobar

Alvaro Escobar

Alvaro Escobar

Alvaro Escobar
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To compute a segment’s center of gravity, the coordinates 
RI�WKH�VHJPHQW¶V�HQGSRLQW�PXVW�EH�TXDQWL¿HG��1H[W��WKH�
R value for the particular segment must be selected from 
a table of proportions suitable for the subject. In general, 
table 3.2 can be used for adult males because these propor-
tions are averages derived from eight male cadavers. Other 
tables may be used for other populations. One can select 
either RSUR[LPDO or RGLVWDO, but by consensus, segment centers 
DUH�XVXDOO\�GH¿QHG�IURP�WKHLU�SUR[LPDO�HQGV��7KH�FHQWHU�
is then computed as a proportion of the distance from the 
SUR[LPDO�HQG�WRZDUG�WKH�GLVWDO�HQG��DV�GHSLFWHG�LQ�¿JXUH�
3.3. These equations can then be used to determine the 
;�< coordinates of the segment’s center (xFJ, yFJ):

 xFJ = xSUR[LPDO + RSUR[LPDO (xGLVWDO í�xSUR[LPDO) (3.6)

 yFJ = ySUR[LPDO + RSUR[LPDO (yGLVWDO í�ySUR[LPDO) (3.7)

where (xSUR[LPDO, ySUR[LPDO) and (xGLVWDO, yGLVWDO) are the coordi-
nates of the proximal and distal ends, respectively. Note 
that RSUR[LPDO + RGLVWDO = 1.000, because they represent the 
total length (L) of the segment. Also, the actual distance 
from the proximal end to the center of gravity (rSUR[LPDO) 
can be computed from

 rSUR[LPDO = RSUR[LPDO L (3.8)

 

xlimb =
Psxcg s

s = 1

L

�

Ps
s = 1

L

�
 

(3.9)

 
ylimb =

Psycgs
s = 1

L

�

Ps
s = 1

L

�  
(3.10)

where L is the number of segments in the limb, (xOLPE, 
yOLPE) represents the limb’s center of gravity, (xFJ, yFJ) 
represents each segment’s center of gravity, and the PS 
are each segment’s mass proportion. The total body’s 
center of gravity is computed in a similar fashion. It is the 
weighted average of all the segments of the body. That is,

 
xtotal = Psxcgs

s = 1

L

�
 

(3.11)

 ytotal = Psycgs
s = 1

S

�  (3.12)

where (xtotal, ytotal) is the total body’s center of gravity 
coordinates, (xFJ, yFJ) are the coordinates of the segments’ 
centers of gravity, and S is the number of body seg-
ments. Each segment is weighted according to its mass 
proportion, Ps. In other words, each segment’s center of 
gravity contributes proportionally to its P value, which 
LV�LWV�PDVV�DV�D�SURSRUWLRQ�RI�WKH�WRWDO�ERG\�PDVV��¿JXUH�
3.4). The heavier the segment, the more it affects the 
location of the center of gravity. Lighter segments have 
OHVV�LQÀXHQFH�RQ�WKH�FHQWHU�RI�JUDYLW\��1RWLFH�WKDW�WKHUH�
is no divisor in these equations because, as shown previ-
ously, the sum of all the P values is 1, namely, "Ps = 1.0.

Mass Moment of Inertia
The mass moment of inertia, also called URWDWLRQDO�LQHU�
WLD, is the resistance of a body to change in its rotational 
motion. It is the angular or rotational equivalent of mass. 
In the following pages, the term PRPHQW�RI� LQHUWLD� is 
used instead of PDVV�PRPHQW�RI�LQHUWLD. There is another 
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 ŸFigure 3.3 Center of gravity in relation to segment 
endpoints.

EXAMPLE 3.2
Calculate the center of gravity of the thigh using the 
proportions from table 3.2, given that the proximal end 
�WKH�KLS��RI�WKH�WKLJK�KDV�WKH�FRRUGLQDWHV��í�������������
cm and the distal end (the knee) has the coordinates 
(7.30, 46.8) cm.
6HH�DQVZHU�����RQ�SDJH����.

Limb and Total Body  
Center of Gravity
To compute the center of gravity of a limb or combina-
tion of segments, a “weighted” average of the segments 
that make up the limb is computed. These equations 
GH¿QH�WKLV�SURFHVV�
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moment of inertia, one rarely used in biomechanics, that 
is called the area moment of inertia. It is a geometric 
property that does not concern itself with how mass is 
distributed within a body. Because it is not used in this 
textbook, any reference to the term PRPHQW�RI�LQHUWLD�is 
to the mass moment of inertia.

Moments of inertia are needed whenever the rota-
tional motion of a body is investigated. Moment of inertia 
is not as important a measure as mass because, relatively 
VSHDNLQJ��PRPHQW�RI� LQHUWLD�KDV�OHVV� LQÀXHQFH�RQ�WKH�
motion of human bodies than mass does. This is because 
humans are more often concerned with translational 
motions and because human movements rarely rotate at 
high rates. Of course, such measures become important 
when acrobatic motions are examined, such as diving, 
WUDPSROLQLQJ��¿JXUH�VNDWLQJ��J\PQDVWLFV��VNDWHERDUGLQJ��
and aerial skiing. In these sporting activities, 3-D mea-
surements of moments of inertia are required. A simple 
method for computing the moment of inertia for planar 
(2- D) analyses of motion is presented next.

Segment Moment of Inertia
Computing the moment of inertia of a segment is not as 
straightforward as computing the center of gravity. This 
is because the moment of inertia is not linearly related 
to segment length. Classically, the moment of inertia 
LV�GH¿QHG�DV�WKH�³VHFRQG�PRPHQW�RI�PDVV �́�LW�LV�WKH�VXP�
(integral) of mass particles times their squared distances 
(moments) from an axis. That is,

 Iaxis = r2� dm  (3.13)

where r is the distance of each mass particle �GP��from 
a point or axis of rotation.

Because moments of inertia differ nonlinearly with 
the axis about which they are computed, they cannot be 
computed directly using proportions, as are the other 

body segment parameters. To simplify the computation 
of moment of inertia, an indirect method is used that 
involves calculating the radius of gyration. The radius 
of gyration is the distance that represents how far the 
mass of a rigid body would be from an axis of rotation 
if its mass were concentrated at a point. This concept 
LV� LOOXVWUDWHG� LQ�¿JXUH� �����7KXV�� D� ULJLG� ERG\� FDQ� EH�
considered URWDWLRQDOO\�equivalent to a point mass that 
is located at this certain distance—called the radius of 
gyration, N²from the axis of rotation. This distance dif-
fers from the center of mass, which is the point at which 
a rigid body’s mass can be considered to be concentrated 
for linear motions. Note that whereas the center of gravity 
of a rigid body is always at the same location on the body, 
the radius of gyration varies depending on the axis about 
which the body is rotating. The value of determining 
radii of gyration is that they can be made proportional 
to a segment’s length, thereby simplifying the task of 
determining segmental moments of inertia for any axis.

Thus, to compute a segment’s moment of inertia using 
SURSRUWLRQV�RI�VHJPHQW�OHQJWK��¿UVW�FRPSXWH�WKH�UDGLXV�
of gyration. The radius of gyration �ND[LV) of a rigid body 
RU�VHJPHQW�LV�GH¿QHG�DV�WKH�OHQJWK��UDGLXV��WKDW�VDWLV¿HV�
this relationship:

 kaxis =
Iaxis
m

 (3.14)

where ID[LV is the moment of inertia about the axis �D[LV��
and P�is the mass of the rigid body or segment.

Radius of gyration changes depending on the axis of 
rotation selected. The minimum radius of a rigid body 
occurs when the body rotates about its own center of 
gravity, called its centroidal moment of inertia. Using 
table 3.2 or 3.3, we can compute the radius of gyration 
of a segment rotating about its center of gravity from

� NFJ = KFJ L (3.15)
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 ŸFigure 3.4 The total body center of gravity is a weighted average of the segment centers of gravity (xs, ys).
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where NFJ is the radius of gyration in meters and KFJ is 
the length of the radius of gyration as a proportion of 
the segment’s length, L, in meters.

The segment’s centroidal moment of inertia can then 
be computed from

 Icg = mkcg
2

 (3.16)

where IFJ is the segment’s moment of inertia for rota-
tions about the segment’s center of gravity and P�is the 
segment’s mass in kilograms. Note that the moment of 
inertia of a segment about any arbitrary axis is equal 
to the segment’s centroidal moment of inertia, IFJ, plus 
a term equal to the segment’s mass times the square of 
the distance between the segment’s center of gravity 
and the arbitrary axis. This is called the SDUDOOHO�D[LV�
WKHRUHP. That is,

 ID[LV = IFJ + PU2 (3.17)

where ID[LV is the moment of inertia about an arbitrary axis 
and r is the distance from the axis to the center of grav-
ity. Because segments tend to rotate about either their 
proximal or distal ends, it is often desirable to compute 
the segment’s moment of inertia about them. Using the 
proportions KSUR[LPDO and KGLVWDO and knowing the moment 
of inertia about the segment’s center of gravity (IFJ�), we 
can apply the parallel axis theorem thus:

 ISUR[LPDO = IFJ + P�5SUR[LPDO # L)2 (3.18)

 IGLVWDO = IFJ + P�5GLVWDO # L)2 (3.19)

where ISUR[LPDO and IGLVWDO are the moments of inertia at the 
proximal and distal ends, respectively; P�is the segment 
mass; and L is the segment length.

A direct method (Plagenhoef 1971, pp. 43-44) for 
determining the moment of inertia of a rigid body 
involves measuring the period of oscillation (the duration 

of a cycle) of the object as it oscillates as a pendulum. 
Typically, 10 to 20 periods are timed and then the dura-
tion is computed for a single cycle. The equation for the 
moment of inertia of the object about the suspension 
point is computed from

 Iaxis =
mgrt 2

4�2  (3.20)

where ID[LV is the moment of inertia of the object about an 
axis through the pivot point of the pendulum in kilograms 
meters squared (kg·m2), P�is the mass of the object in 
kilograms, g LV������P�V2, r is the distance in meters from 
the suspension point to the center of gravity of the object, 
and t is a single period of oscillation in seconds. Note 
that for this equation to be valid, the pendulum should 
not swing more than 5° to either side of the vertical.

Total Body Moment of Inertia
Although the total body moment of inertia is rarely 
used in biomechanics, occasionally a researcher needs 
to compute this value. It is tempting to simply add all 
the segments’ centroidal moments of inertia (IFJ�), but 
this ignores the fact that each segment has a different 
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 ŸFigure 3.5 Relationship between the centroidal moment of inertia (Io) of a rigid body and the radius of gyra-
tion (k) of a rotationally equivalent point mass (m).

EXAMPLE 3.3
Calculate the thigh’s moment of inertia about its center 
of gravity for a 80.0 kg person using the proportions 
from table 3.2 given that the proximal end (the hip) of 
WKH�WKLJK�KDV�WKH�FRRUGLQDWHV��í�������������FP�DQG�WKH�
distal end (the knee) has the coordinates (7.30, 46.8) cm 
(the same as in example 3.2).
6HH�DQVZHU�����RQ�SDJH����.
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location for its center of gravity. Therefore, the parallel 
axis theorem must be applied to each segment where the 
distance between each segment’s center of gravity and 
the total body’s center of gravity needs to be calculated 
(rs in equation 3.21).

Consequently, the total body’s centroidal moment 
of inertia (Itotal) is the sum of each segment’s centroidal 
moment of inertia (IFJ) plus transfer terms based on the 
parallel axis theorem. That is,

 Itotal = Icg s
s = 1

S

� + msrs
2

s = 1

S

�  (3.21)

where S is the number of segments and rs is the distance 
between the total body’s center of gravity and each seg-
ment’s center of gravity.

If it then becomes necessary to compute the total 
body’s moment of inertia about a secondary axis (ID[LV�), 
the parallel axis theorem can be applied once again. 
Thus,
 ID[LV = Itotal + PU2 (3.22)

where r is the distance between the total body’s center 
of gravity and the secondary axis.

Note that this moment of inertia can also be calculated 
more directly as

 Iaxis = Icgs
s = 1

S

� + mrs
2

s = 1

S

�  (3.23)

where rs is the distance between a segment center and 
the secondary axis �D[LV�.

Center of Percussion
The center of percussion is not strictly speaking a body 
segment parameter. It is usually associated with sport-
ing implements, such as baseball bats, rackets, and golf 
clubs. It is the point on an implement, sometimes called 
the sweet spot, where the implement when struck experi-

ences no pressure at its grip or point of suspension. Thus, 
a bat suspended about its grip end and struck at its center 
of percussion will rotate only about the suspension point.

In contrast, if the bat is struck at its center of gravity, 
it moves in pure translation with no rotational motion. 
Any other striking point produces some combination of 
WUDQVODWLRQ�DQG�URWDWLRQ��¿JXUH�������1RWH�WKDW�VWULNLQJ�
at the center of percussion does not produce pure rota-
tion of the body, only pure rotation of the body about its 
suspension point. Most implements are not held at their 
center of gravity, so contacting at the center of percus-
sion produces minimal forces to the hands holding the 
implement.

The center of percussion can be determined either 
empirically by striking the implement in various places 
and observing which location causes pure rotation about 
the suspension point or computationally (Plagenhoef 
1971):

 qaxis =
kaxis
2

raxis
 (3.24)

where qD[LV is the center of percussion, ND[LV is the radius 
of gyration, and rD[LV is the distance to the center of grav-
ity from the axis of rotation at the point of suspension.

Note that there is a sequential relationship between 
U��N��and q. The radius of gyration �N��is always farther 
than the center of gravity (r), and the center of percus-
sion (q) is always farther than the radius of gyration �N��
IURP�WKH�D[LV�RI�URWDWLRQ��¿JXUH�������7KH�RQH�H[FHSWLRQ�
is for a uniformly dense spherical body in which all three 
locations are coincident.

The center of percussion is not the only sweet spot. 
There are other locations on an implement that produce 
special effects. For example, all rackets, depending on 
their construction, their shape, and how they are strung, 
have a location that provides maximum rebound. This 
location can be determined experimentally by dropping 
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 ŸFigure 3.6 Effects of striking a bat at the center of percussion and away from the center of percussion.
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balls onto the motionless racket and observing which 
ORFDWLRQ�SURGXFHV�WKH�KLJKHVW�ERXQFH��¿JXUH�������7KH�
square root of the ratio of the bounce height to the drop 
height is called the FRHI¿FLHQW�RI�UHVWLWXWLRQ:

 crestitution = hbounce / hdrop  (3.25)

7KH�ODUJHU�WKH�FRHI¿FLHQW�RI�UHVWLWXWLRQ��WKH�JUHDWHU�WKH�
EDOO¶V�YHORFLW\�DIWHU� LPSDFW��7KH�FRHI¿FLHQW�RI�UHVWLWX-
tion generally is calculated by measuring the velocities 
of the racket (or other implement) and the ball before 
and after an impact. Note that the ball’s velocity should 
be measured only after the ball is undeformed after the 
LPSDFW��7KH�FRHI¿FLHQW�LV�WKHQ�GH¿QHG�E\�WKH�UDWLR�RI�WKH�

relative velocities after and before an impact (see Hatze 
1993; Plagenhoef 1971):

 crestitution = �
vbat after � vball after
vbat before � vball before

�

�
�

�

�
�  (3.26)

THREE-DIMENSIONAL 
(SPATIAL) COMPUTATIONAL 
METHODS
In the following sections, methods for computationally 
determining body segment parameters for 3-D analyses 
are presented. The main differences between 2- and 3-D 
analyses lie in the computation of mass moments of iner-
tia. The methods outlined for calculating mass and center 
of mass are not necessarily different from the equations 
used for two dimensions that were presented previously, 
but for the purposes of this text and to use a consistent 
system for 3-D analysis with Visual3D software, the 
methods used by Hanavan (1964) are emphasized.

Segment Mass and Center  
of Gravity
There are few differences between the equations used 
for two and three dimensions when one is computing 
segment mass or center of gravity. In chapter 7, segment 
mass is calculated using the proportions listed in table 
3.2. An alternate method using regression equations 
developed by Vaughan and colleagues (1992) is useful 
for estimating the masses of the lower extremity. These 
equations require the anthropometric measures listed 
LQ� WDEOH�����DQG� LOOXVWUDWHG� LQ�¿JXUH������7KH�VHJPHQW�
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 ŸFigure 3.7 Relative locations of the center of 
gravity (r), radius of gyration (k), and center of percus-
sion (q).
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 ŸFigure 3.8 Methods of calculating the coefficient of restitution (c).
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masses of the three segments of the lower extremity are 
computed from these equations:

 Pfoot = 0.0083Ptotal  
   = 254.5(Lfoot�KPDOOHROXV wPDOOHROXV)�í������� ������

� POHJ = 0.0226Ptotal + 31.33(LOHJ c
2
O��HJ) + 0.016 (3.28)

 PWKLJK = 0.1032Ptotal + 12.76(LWKLJK c
2
P��LGWKLJK��í������� �

   (3.29)
where Ptotal is the total body mass; the Ls represent the 
segment lengths; KPDOOHROXV and wPDOOHROXV are the malleolus 
height and width, respectively, cOHJ is the leg (calf) cir-
cumference; and cPLGWKLJK is the midthigh circumference. 
Note that all masses are in kilograms and all other 
measurements are in meters.

To compute segment center of gravity, an additional 
equation, identical to those presented previously for 
planar mechanics, may be applied. That is, the center of 
gravity in the Z direction (zFJ�) is
 zFJ = zSUR[LPDO + RSUR[LPDO (zGLVWDO í�zSUR[LPDO) (3.30)

where zSUR[LPDO and zGLVWDO are the Z coordinates of the 
proximal and distal ends, respectively, and RSUR[LPDO is 
the distance from the proximal end of the segment to the 
center as a proportion of the segment’s length.
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 ŸFigure 3.9 Anthropometric measurements needed for the body segment parameter equations of Vaughan 
and colleagues (1992).

Table 3.6 Anthropometric Data Required 
for Body Segment Parameter Equations 
of Vaughan, Davis, and O’Connor

number anthropometric measure units

1 Total body mass kg
2 Anterior-superior iliac spine m
3 Thigh length m
4 Midthigh circumference m
5 Leg (calf) length m
6 Leg circumference m
7 Knee diameter m
8 Foot length (heel-toe) m
9 Malleolus height m
10 Malleolus width m
11 Foot breadth m

Reprinted, by permission, from C.L. Vaughan, B.L. Davis, and J.C. O’Connor, 
1992, '\QDPLFV�RI�KXPDQ�JDLW�(Champaign, IL: Human Kinetics). By permission 
of C.L. Vaughan.

Vaughan and colleagues (1992) used the proportions 
(R values) reported by Chandler and colleagues (1975). 
These are listed in table 3.4. That is, RSUR[LPDO(foot) = 
0.4485, RSUR[LPDO(leg) = 0.3705, and RSUR[LPDO(thigh) = 0.3719. 
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Note that these researchers provided body segment 
parameter information only for the lower extremity.

Alternatively, chapter 7 presents equations based 
on the geometric properties of uniformly dense solids 
of revolution as was outlined by Hanavan (1964). This 
approach assumes that most segments can be modeled 
as the frusta (cones with the peaks removed) of right cir-
cular cones. Other geometric shapes commonly used to 
model body parts include an ovoid for the head, spheres 
for the hands, and elliptical cylinders for the torso and 
pelvis. Software such as Visual3D uses equations from 
calculus to determine the mass centers of such geometric 
bodies.

Segment Moment of Inertia
Computing segmental moments of inertia in 3-D requires 
the same basic approach that is used for planar (2-D) 
mechanics, but instead of using a single scalar quantity 
for moment of inertia (I), we use a moment of inertia 
tensor ( I ). This tensor is a 3 # 3 matrix:

 

Ix Pxy Pxz
Pyx Iy Pyz
Pzx Pzy Iz

�

�

�
�
�

�

�

�
�
�

 

(3.31)

where the diagonal elements (Ix, Iy, and Iz) are called the 
principal mass moments of inertia and the off-diagonal 
elements are called the mass products of inertia (the Ps).

In general, all nine elements of this tensor must be 
PHDVXUHG��FRPSXWHG��RU�HVWLPDWHG�WR�GH¿QH��IRU�H[DPSOH��
the resultant moment of force (

�
MR ) with respect to a spe-

FL¿F�IUDPH�RI�UHIHUHQFH�RU�D[LV��7KDW�LV��
�
MR = I

�� , where ��  is the angular acceleration vector of the rigid body 
or segment and I  is the centroidal (i.e., at the center of 
gravity) moment of inertia tensor. This situation is sim-
SOL¿HG�E\�XVLQJ�DQ�D[LV�V\VWHP�WKDW�SODFHV�RQH�D[LV�DORQJ�
the longitudinal axis of the segment reducing the inertia 
tensor to a diagonal matrix in which all the products of 
inertia are zero. That is, the inertia tensor is reduced to

 

Ix 0 0
0 Iy 0
0 0 Iz

�

�

�
�
�

�

�

�
�
�

 

(3.32)

In this way, only the elements along the principal diago-
nal need to be computed. Details about 3-D mechanics 
are presented in chapter 7.

As mentioned previously, Hanavan in 1964 (see also 
Miller and Morrison 1975) laid down the most commonly 
used methods for modeling human body segments in 
three dimensions. Hanavan used the empirically derived 
data provided by Dempster (1955) and then measured 
various anthropometric measures, such as midthigh 
circumference, malleolus height, knee diameter, and 
biacromial breadth. These were then used as parameters 
to mathematically derive the principal mass moments of 
inertia based on equations derived from integral calculus. 
Figure 3.2 illustrates Hanavan’s mathematical model of 
the body. Table 3.7 shows equations for computing the 
principal mass moments of inertia of various geometric, 
uniformly dense solids.

Later, other researchers developed additional methods 
of estimating the principal moments of inertia as well 

Table 3.7 Principal Mass Moments of Inertia of Solid Geometric Shapes

Ix Iy Iz

Slender rod 0 ����PO2 ����PO2

P = mass; l = length of rod

Rectangular plate ����P(b2 + c2) ����PF2 ����PE2

P = mass; b = height of plate; c = width of plate
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Thin disk ���PU2 ���PU2 ���PU2

P = mass; r = radius of disk

Rectangular prism ����P(b2 + c2) ���P(a2 + c2) ���P(a2 + b2)

P = mass; a = depth (x); b = height (y); c = width (z)

Circular prism ���PU2 ����P(3r2 + l2) ����P(3r2 + l2)

P = mass; l = length of cylinder; r = radius

Elliptical cylinder ����P(3c2 + l2) ����P(3b2 + l2) ���P(b2 + c2)

P = mass; l = length of cylinder (x); b� �KHLJKW���(y); c� �ZLGWK���(z)

Circular cone ����PU2 ���P����r2 + l2) ���P����r2 + l2)

P = mass; l = length of cone; r = radius at base

Sphere ���PU2 ���PU2 ���PU2

P = mass; r = radius

Ellipsoid ���P(b2 + c2) ���P(a2 + c2) ���P(a2 + b2)

P = mass; a = depth (x); b = height (y); c = width (z)
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as mass proportions and segmental centers of gravity. 
As stated earlier, Zatsiorsky and Seluyanov (1983, 1985) 
used gamma mass scanning to acquire tables of body 
segment parameters for young males and females. These 
authors divided the body into 15 segments, 3 for the trunk 
and 3 for each extremity. They also used bony landmarks, 
as Clauser and colleagues (1969) and Chandler and 
FROOHDJXHV��������KDG��WR�GH¿QH�VHJPHQW�HQGSRLQWV��LQ�
contrast to Dempster (1955) who used joint centers of 
rotation. Paolo de Leva (1996) provided methods that 
converted Zatsiorsky and Seluyanov’s data to the form 
used by Dempster and Hanavan (i.e., segment endpoints 
GH¿QHG�E\�WKHLU�MRLQW�FHQWHUV�RI�URWDWLRQ��

In chapter 7, additional equations for computing the 
3-D kinetics of the lower extremities are presented. 
The equations presented in chapter 7 for the princi-
pal moments of inertia of the frustum are based on 
the geometric properties of uniformly dense solids of 
revolution. These values are automatically calculated by 
software such as Visual3D based on the segment prop-
HUWLHV�GH¿QHG�ZKHQ�HDFK�VHJPHQW�LV�FUHDWHG�GXULQJ�WKH�
modeling process. The radii of the proximal and distal 
ends are either based on markers placed on either side 
of the joints or on joint-width measurement, using that 
value as the radius about the location of the joint center.

SUMMARY
Three methods for computationally obtaining body 
segment parameters were outlined in this chapter. The 
¿UVW�PHWKRG��EDVHG�SULPDULO\�RQ�WKH�WHFKQLTXHV�DQG�GDWD�
derived from Dempster (1955) or Clauser and colleagues 

(1969) and Chandler and colleagues (1975), was outlined 
for 2-D analyses. This method, based on proportions 
and measured anthropometrics, can estimate the body 
segment parameters for linked-segment models of the 
body. The researcher decides on the number of segments 
according to the complexity of the motion being inves-
tigated. Proportions can also be obtained from various 
databases, depending on the population (male or female, 
young or old, and so on) being investigated.

The second method is based primarily on techniques 
GH¿QHG�E\�+DW]H���������9DXJKDQ�DQG�FROOHDJXHV���������
and Zatsiorsky and Seluyanov (1983, 1985). This method 
UHTXLUHV� WKH�PHDVXUHPHQW� RI� VSHFL¿F� DQWKURSRPHWULF�
dimensions so that 2-D or 3-D body segment parameters 
can be estimated. Again, the equations presented can be 
extended to other segments by resorting to the research 
literature.

The third method, which is mainly used for 3-D 
analyses, uses Dempster’s data for segment masses and 
the properties of uniformly dense geometric solids of 
revolution. This method is used in chapter 7 to conduct 
3-D kinetic analyses and is used by Visual3D software.

Although accurate body segment parameters are 
desirable, errors in these parameters may have little 
effect on kinetic measurements, especially when the 
body is in contact with the environment. In such cases, 
large errors in the body segment parameters have little 
LQÀXHQFH� RQ� WKH� FRPSXWDWLRQ� RI�� IRU� H[DPSOH�� MRLQW�
moments of force or moment powers. This is because the 
relative magnitudes of the inertial forces �íPD� and espe-
cially the moments of force �í,!) are small compared 
with the moments caused by the ground reaction forces.
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Chapter 4

Forces and  
Their Measurement
Graham E. Caldwell, D. Gordon E. Robertson, and Saunders N. Whittlesey

TKH�¿HOG�RI�PHFKDQLFV�LV�SDUWLWLRQHG�LQWR�WKH�VWXG\�
RI�PRWLRQ�(kinematics)�DQG�WKH�VWXG\�RI�WKH�FDXVHV�
RI�PRWLRQ� (kinetics)��&KDSWHUV� �� DQG��� FRYHUHG�

LPSRUWDQW�DVSHFWV�RI�WKH�NLQHPDWLFV�RI�KXPDQ�PRYHPHQW��
DQG�ZH�QRZ�WXUQ�RXU�DWWHQWLRQ�WR�WKH�XQGHUO\LQJ�NLQHWLFV��
,Q�WKLV�FKDSWHU��ZH

 Ź LQWURGXFH�WKH�FRQFHSWV�RI�IRUFH��ZKLFK�FDXVHV�OLQHDU�
PRWLRQ��DQG�WRUTXH��DOVR�FDOOHG�PRPHQW�RI�IRUFH��RU�
VLPSO\�PRPHQW��ZKLFK�FDXVHV�DQJXODU�PRWLRQ�

 Ź GLVFXVV�WKH�HIIHFW�RI�DSSOLHG�IRUFHV�DQG�PRPHQWV�RI�
IRUFH�WKURXJK�WKH�FRQVLGHUDWLRQ�RI�ODZV�DQG�HTXDWLRQV�
VHW�IRUWK�E\�1HZWRQ�DQG�(XOHU�

 Ź H[SODLQ�KRZ�WR�FUHDWH�DQG�XVH�IUHH�ERG\�GLDJUDPV�
 Ź LGHQWLI\�YDULRXV�IRUFHV�HQFRXQWHUHG�LQ�ELRPHFKDQLFDO�
LQYHVWLJDWLRQV�

 Ź GHILQH� WKH�PHFKDQLFDO� FRQFHSWV� RI� LPSXOVH� DQG�
PRPHQWXP��ZKLFK� GLFWDWH� WKH� HIIHFW� RI� FKDQJLQJ�
OHYHOV�RI�IRUFH�DQG�PRPHQW�DSSOLHG�RYHU�D�GXUDWLRQ��
DQG

 Ź GHVFULEH� KRZ� WR�PHDVXUH� IRUFH� DQG�PRPHQW� IRU�
KXPDQ�ELRPHFKDQLFV�UHVHDUFK�

FORCE
7KH�WHUP�force�LV�FRPPRQ�LQ�HYHU\GD\�ODQJXDJH��&XUL�
RXVO\��LQ�LWV�XVH�LQ�SK\VLFV��IRUFH�FDQ�RQO\�EH�GH¿QHG�E\�
WKH�HIIHFW�WKDW�LW�KDV�RQ�RQH�RU�PRUH�REMHFWV��0RUH�VSHFL¿�
FDOO\��force�UHSUHVHQWV�WKH�DFWLRQ�RI�RQH�ERG\�RQ�DQRWKHU��
,Q�RXU�VWXG\�RI�KXPDQ�ELRPHFKDQLFV��ZH�DUH�LQWHUHVWHG�
LQ�WZR�VSHFL¿F�HIIHFWV�UHODWHG�WR�IRUFH��7KH�¿UVW�LV�WKH�
HIIHFW�WKDW�D�IRUFH�KDV�RQ�D�SDUWLFOH�RU�D�SHUIHFWO\�ULJLG�
ERG\��DQG�WKH�VHFRQG�LV�WKH�HIIHFW�WKDW�D�IRUFH�KDV�RQ�D�
GHIRUPDEOH�ERG\�RU�PDWHULDO��7KH�HIIHFWV�RI�IRUFHV�RQ�
SDUWLFOHV�RU�ULJLG�ERGLHV�FDQ�EH�DVVHVVHG�XVLQJ�1HZWRQ¶V�
ODZV�DQG�DUH�FULWLFDO�WR�XQGHUVWDQGLQJ�WKH�FDXVHV�RI�WKH�

NLQHPDWLF� GDWD� GHVFULEHG� LQ� HDUOLHU� FKDSWHUV��$�rigid 
body LV�RQH�LQ�ZKLFK�WKH�FRQVWLWXHQW�SDUWLFOHV�KDYH�¿[HG�
SRVLWLRQV�UHODWLYH�WR�HDFK�RWKHU��7KH�HIIHFWV�RI�IRUFHV�RQ�
D�deformable body RU�PDWHULDO�DUH�LPSRUWDQW�ZKHQ�ZH�
FRQVLGHU� internal forces�ZLWKLQ�ELRORJLFDO�WLVVXHV�DQG�
VHHN�WR�XQGHUVWDQG�KRZ�LW�LV�SRVVLEOH�WR�PHDVXUH�external 
forces�DSSOLHG�WR�RU�E\�KXPDQV�

)RUFH�LV�D�vector�TXDQWLW\�GH¿QHG�E\�LWV�PDJQLWXGH��
GLUHFWLRQ��DQG�SRLQW�RI�DSSOLFDWLRQ��)RU�WKH�OLQHDU�PRWLRQ�
RI�SDUWLFOHV�RU�ULJLG�ERGLHV��RQO\�WKH�IRUFH�PDJQLWXGH�DQG�
GLUHFWLRQ�DUH�LPSRUWDQW��+RZHYHU��WKH�SRLQW�RI�DSSOLFDWLRQ�
LV�FULWLFDO�LI�DQJXODU�PRWLRQ�LV�DOVR�XQGHU�FRQVLGHUDWLRQ��
)XUWKHUPRUH�� DOWKRXJK� WKH� FRQFHSW� RI� D� IRUFH� YHFWRU�
OHDGV�RQH�WR�FRQVLGHU�D�³SRLQW´�RI�DSSOLFDWLRQ��LQ�UHDO�
LW\�PRVW�H[WHUQDO�IRUFHV�DUH�JHQHUDWHG�E\�GLUHFW�FRQWDFW�
VSUHDG�RYHU�D�¿QLWH�DUHD�UDWKHU� WKDQ�DW�D�VLQJOH�SRLQW��
7KLV�LQWURGXFHV�WKH�FRQFHSW�RI�pressure��WKDW�LV��IRUFH�
GLVWULEXWHG�RYHU�DQ�DUHD�RI�FRQWDFW��:LWKLQ�WKH�GRPDLQ�RI�
KXPDQ�ELRPHFKDQLFV��NLQHWLF�DQDO\VHV�XVXDOO\�FRQFHUQ�
HLWKHU� H[WHUQDO� IRUFHV� DQG� SUHVVXUHV� DSSOLHG� WKURXJK�
GLUHFW�FRQWDFW�ZLWK�WKH�JURXQG�RU�DQ�REMHFW��H�J��� WRRO��
PDFKLQH��EDOO��ELF\FOH��RU�NH\ERDUG��RU�LQWHUQDO�IRUFHV�
ZLWKLQ�PXVFOHV��OLJDPHQWV��ERQHV��DQG�MRLQWV��$OWKRXJK�
NLQHWLF�SDUDPHWHUV�VRPHWLPHV�FDQ�EH�PHDVXUHG�GLUHFWO\��
RIWHQ� WKH\�PXVW� EH� FDOFXODWHG� RU� HVWLPDWHG� EDVHG� RQ�
PHDVXUHPHQW�RI�WKH�REVHUYHG�NLQHPDWLFV�
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XQLYHUVLWLHV�WKURXJKRXW�WKH�ZRUOG�PRUH�WKDQ�����\HDUV�
DIWHU�LWV�¿UVW�SXEOLFDWLRQ�

$OWKRXJK� (LQVWHLQ¶V� ����� WKHRU\� RI� UHODWLYLW\�
GHPRQVWUDWHG� WKDW�1HZWRQ¶V� ODZV� RI�PHFKDQLFV�ZHUH�
LQFRPSOHWH��1HZWRQ
V�ODZV�DUH�VWLOO�YDOLG�IRU�DOO�EXW�WKH�
PRYHPHQW�RI�VXEDWRPLF�SDUWLFOHV�DQG�VLWXDWLRQV�LQ�ZKLFK�
YHORFLW\�DSSURDFKHV�WKH�VSHHG�RI�OLJKW��DQG�WKH\�UHPDLQ�
WKH� SULQFLSDO� WRROV� RI� ELRPHFKDQLFV� DQG� HQJLQHHULQJ��
7KH�ODZV�WKDW�1HZWRQ�VHW�IRUWK�LQ�WKH�Principia�GH¿QH�
WKH�UHODWLRQVKLS�EHWZHHQ�IRUFH�DQG�WKH�OLQHDU�PRWLRQ�RI�D�
SDUWLFOH�RU�ULJLG�ERG\��UHIHUUHG�WR�KHQFHIRUWK�DV�D�body RU�
object��WR�ZKLFK�LW�LV�DSSOLHG��7KUHH�VXFK�UHODWLRQVKLSV�DUH�
GHVFULEHG�KHUH��7KHVH�ODZV�PD\�EH�GHVFULEHG�LQ�VOLJKWO\�
GLIIHUHQW� IRUPV� LQ� RWKHU� WH[WV� DV� D� UHVXOW� RI� GLIIHULQJ�
WUDQVODWLRQV�IURP�WKH�RULJLQDO�/DWLQ��FKDQJHV�LQ�FRPPRQ�
(QJOLVK�RYHU�WKH�SDVW�����\HDUV��DQG�YDU\LQJ�OHYHOV�RI�
EDFNJURXQG�SUHSDUDWLRQ�LQ�WKH�WDUJHW�VWXGHQW�DXGLHQFH�

1HZWRQ¶V�¿UVW�ODZ��WKH�law of inertia��GHVFULEHV�KRZ�D�
ERG\�PRYHV�LQ�WKH�DEVHQFH�RI�H[WHUQDO�IRUFHV��VWDWLQJ�WKDW�
³D�ERG\�ZLOO�UHPDLQ�LQ�LWV�FXUUHQW�VWDWH�RI�PRWLRQ�XQOHVV�
DFWHG�XSRQ�E\�DQ�H[WHUQDO�IRUFH�́ �7KH�³VWDWH�RI�PRWLRQ´�
LV�GHVFULEHG�E\�WKH�ERG\¶V�PRPHQWXP�(p)��GH¿QHG�DV�WKH�
SURGXFW�RI�LWV�PDVV�DQG�OLQHDU�YHORFLW\�(p = mv)��6LPSO\�
SXW�� LI� QR� QHW� H[WHUQDO� IRUFH� LV� DSSOLHG� WR� D� ERG\�� LWV�
PRPHQWXP�ZLOO�UHPDLQ�FRQVWDQW��7KLV�¿HOG�RI�VWXG\�LV�
FDOOHG�statics��)RU�PDQ\�VLWXDWLRQV�LQ�ELRPHFKDQLFV��PDVV�
ZLOO�EH�FRQVWDQW��VR�WKH�DEVHQFH�RI�IRUFH�PHDQV�WKDW�WKH�
ERG\�ZLOO�UHPDLQ�DW�FRQVWDQW�OLQHDU�YHORFLW\��-X[WDSRVHG�
ZLWK�WKLV�VLWXDWLRQ�LV�WKH�law of acceleration��1HZWRQ¶V�
VHFRQG�ODZ���ZKLFK�GHVFULEHV�KRZ�D�ULJLG�ERG\�PRYHV�
ZKHQ� DQ� H[WHUQDO� IRUFH� LV� DSSOLHG²WKH�¿HOG�RI� VWXG\�
FDOOHG�dynamics��7KLV�ODZ�VWDWHV��³$Q�H[WHUQDO�IRUFH�ZLOO�
FDXVH�WKH�ERG\�WR�DFFHOHUDWH�LQ�GLUHFW�SURSRUWLRQ�WR�WKH�
PDJQLWXGH�RI�WKH�IRUFH�DQG�LQ�WKH�VDPH�GLUHFWLRQ�DV�WKH�
IRUFH�́ �7KLV�SURSRUWLRQDOLW\�FDQ�EH�VWDWHG�DV�DQ�HTXDOLW\�
ZLWK�WKH�LQWURGXFWLRQ�RI�WKH�ERG\¶V�PDVV��UHVXOWLQJ�LQ�WKH�
IDPRXV�1HZWRQLDQ�HTXDWLRQ�F = ma��7KH�,QWHUQDWLRQDO�
6\VWHP�XQLW�IRU�IRUFH�LV�WKH�QHZWRQ��1���ZLWK���1�EHLQJ�
WKH�IRUFH�QHHGHG�WR�FDXVH�D�PDVV�RI���NJ�WR�DFFHOHUDWH�
E\���P�V���6LPSO\�SXW��DQ�DSSOLHG�IRUFH�FDXVHV�D�ULJLG�
ERG\�WR�DFFHOHUDWH�E\�FKDQJLQJ�LWV�YHORFLW\��GLUHFWLRQ�RI�
PRWLRQ��RU�ERWK�

1HZWRQ¶V�WKLUG�ODZ�GHVFULEHV�KRZ�WZR�PDVVHV�LQWHUDFW�
ZLWK�HDFK�RWKHU��7KH�law of reaction�VWDWHV�WKDW�³ZKHQ�
RQH�ERG\�DSSOLHV�D�IRUFH�WR�DQRWKHU�ERG\��WKH�VHFRQG�ERG\�
DSSOLHV�DQ�HTXDO�DQG�RSSRVLWH�UHDFWLRQ�IRUFH�RQ�WKH�¿UVW�
ERG\�́ �$�FRPPRQ�H[DPSOH�LQ�ELRPHFKDQLFV�LQYROYHV�D�
KXPDQ�LQ�FRQWDFW�ZLWK�WKH�VXUIDFH�RI�WKH�HDUWK��DV�ZKHQ�
UXQQLQJ��¿JXUH�������:KHQ�WKH�UXQQHU¶V�IRRW�VWULNHV�WKH�
JURXQG�� WKH� UXQQHU� DSSOLHV� D� IRUFH� WR� WKH� HDUWK��7KLV�
IRUFH�FDQ�EH� UHSUHVHQWHG�DV�D�YHFWRU�KDYLQJ�D�FHUWDLQ�
PDJQLWXGH�DQG�GLUHFWLRQ��$W� WKH�VDPH� WLPH�� WKH�HDUWK�
DSSOLHV�WR�WKH�UXQQHU�D�UHDFWLRQ�IRUFH�RI�HTXDO�PDJQLWXGH�
EXW�RSSRVLWH�GLUHFWLRQ��2WKHU�H[DPSOHV�LQFOXGH�D�SHUVRQ�

PDNLQJ�FRQWDFW�ZLWK�D�EDOO��EDW��WRRO��RU�RWKHU�KDQGKHOG�
LPSOHPHQW�� %HFDXVH� RI� WKH� RSSRVLWLRQ� LQ� GLUHFWLRQ�
EHWZHHQ� WKH� VR�FDOOHG�action� DQG�reaction� IRUFHV��EH�
FDUHIXO�LQ�WKHVH�VLWXDWLRQV�WR�FRUUHFWO\�UHFRJQL]H�ZKLFK�
IRUFH�DFWV�RQ�ZKLFK�ERG\�ZKHQ�\RX�DUH�DVVHVVLQJ� WKH�
HIIHFW�FDXVHG�E\�WKH�IRUFH�

,Q�PDQ\�VLWXDWLRQV��PRUH�WKDQ�RQH�IRUFH�DFWV�RQ�D�ERG\�
DW�D�JLYHQ�SRLQW�LQ�WLPH��7KLV�VLWXDWLRQ�LV�HDVLO\�KDQGOHG�
ZLWKLQ�1HZWRQ¶V�ODZV�WKURXJK�WKH�FRQFHSW�RI�D�resultant 
IRUFH�YHFWRU��%HFDXVH�HDFK�IRUFH�LV�D�YHFWRU�TXDQWLW\��D�
VHW�RI�IRUFHV�DFWLQJ�RQ�D�ERG\�FDQ�EH�FRPELQHG�WKURXJK�
YHFWRU�VXPPDWLRQ� LQWR�D�VLQJOH�UHVXOWDQW� IRUFH�YHFWRU��
1HZWRQ¶V�ODZV�FDQ�WKHQ�EH�FRQVLGHUHG�XVLQJ�WKLV�VLQJOH�
resultant force��$�XVHIXO�WRRO�ZKHQ�GHDOLQJ�ZLWK�NLQHWLFV�
SUREOHPV�LV�WKH�free-body diagram �)%'���ZKLFK�LV�D�
VLPSOH�VNHWFK�RI�WKH�ERG\�WKDW�LQFOXGHV�DOO�RI�WKH�IRUFHV�
DFWLQJ�RQ�LW��'UDZLQJ�DQ�)%'�UHPLQGV�UHVHDUFKHUV�RI�
WKH�H[LVWHQFH�RI�HDFK�IRUFH�DQG�KHOSV�WKHP�WR�YLVXDOL]H�
WKH�GLUHFWLRQ�RI� UHDFWLRQ� IRUFHV� WKDW� DUH�DFWLQJ�RQ� WKH�
ERG\�LQ�TXHVWLRQ�

FREE-BODY DIAGRAMS
'LDJUDPV�XVXDOO\�DUH�KHOSIXO�LQ�YLVXDOL]LQJ�PHFKDQLFV�
SUREOHPV��7KH�)%'�LV�D�IRUPDO�PHDQV�RI�SUHVHQWLQJ�WKH�
IRUFHV��PRPHQWV�RI�IRUFH��DQG�JHRPHWU\�RI�PHFKDQLFDO�
V\VWHPV��7KLV�GLDJUDP�LV�DOO�LPSRUWDQW��WKH�¿UVW�VWHS�LQ�

E5144/Robertson/Fig4.1/414890/alw/r1-pulled  ŸFigure 4.1 The physical interaction of two bodies 
results in the application of action and reaction forces. 
In this example, the runner is pushing against the 
ground. The figure on the left depicts the force acting 
on the earth resulting from the runner’s muscular 
efforts. On the right, the equal but opposite reaction 
force that acts on the runner is shown, giving rise to 
the term ground reaction force.
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WKH�VROXWLRQ�RI�D�PHFKDQLFDO�SUREOHP�LV�WR�GUDZ�WKH�)%'��
7KH�VHFRQG�VWHS�LV�WR�XVH�WKH�)%'�WR�GHULYH�WKH�HTXD�
WLRQV�RI�PRWLRQ�RI�WKH�REMHFW��)LQDOO\��NQRZQ�QXPHULFDO�
YDOXHV�DUH�VXEVWLWXWHG�DQG�WKH�HTXDWLRQV�DUH�VROYHG�IRU�
WKH� XQNQRZQ� WHUPV��7KHUH� DUH� VHYHUDO� IRUPDOLWLHV� WR�
)%'�FRQVWUXFWLRQ�

 Ź 'UDZ�WKH�REMHFW�RI�LQWHUHVW�LQ�PLQLPDOLVW�IRUP��HLWKHU�
DQ�RXWOLQH�RU�HYHQ�MXVW�D�VLQJOH�OLQH���IUHH�RI�WKH�HQYL�
URQPHQW�DQG�RWKHU�ERGLHV�

 Ź :ULWH�RXW�WKH�FRRUGLQDWHV�RI�WKH�REMHFW�WR�FRPSOHWHO\�
VSHFLI\�LWV�SRVLWLRQ�

 Ź ,QGLFDWH�WKH�REMHFW¶V�FHQWHU�RI�PDVV�ZLWK�D�PDUNHU��LW�
LV�IURP�KHUH�WKDW�WKH�DFFHOHUDWLRQV�DUH�GUDZQ�

 Ź 'UDZ� DQG� ODEHO� DOO� H[WHUQDO� UHDFWLRQ� IRUFHV� DQG�
PRPHQWV�RI�IRUFH��%DVH�WKH�GLUHFWLRQV�IRU�WKHVH�IRUFHV�
DQG�PRPHQWV�RQ�KRZ�WKH�REMHFW�H[SHULHQFHV�WKHP��
)RU�H[DPSOH��GLUHFW�YHUWLFDO�JURXQG�UHDFWLRQ�IRUFHV�
XSZDUG�DQG�IULFWLRQDO�IRUFHV�RSSRVLWH�WR�WKH�GLUHFWLRQ�
RI�PRWLRQ�RI�WKH�FRQWDFWLQJ�VXUIDFHV�

 Ź 'UDZ�DOO�XQNQRZQ�IRUFHV�DQG�PRPHQWV�ZLWK�SRVLWLYH�
FRRUGLQDWH�V\VWHP�GLUHFWLRQV��8QNQRZQ�IRUFHV�PXVW�
EH�DSSOLHG�ZKHUHYHU�WKH�ERG\�LV�LQ�FRQWDFW�ZLWK�WKH�
HQYLURQPHQW�RU�RWKHU�ERGLHV��RU�ERG\�VHJPHQWV��

 Ź ,W�LV�DOVR�GHVLUDEOH�WR�GUDZ�DQG�ODEHO�JOREDO�FRRUGLQDWH�
V\VWHP� �*&6�� D[HV�RII� WR� WKH� VLGH�RI� WKH�GLDJUDP�
LQGLFDWLQJ�WKH�SRVLWLYH�GLUHFWLRQV�

)LJXUH����a�VKRZV�D�UXQQHU�FURVVLQJ�D�IRUFH�SODWH��,Q�
WKLV�FDVH��EHFDXVH�RI�WKH�UHODWLYH�FRPSOH[LW\�RI�WKH�ERG\�
VKDSH��ZH�FKRVH�WR�GUDZ�D�VWLFN�¿JXUH�RI�WKH�UXQQHU��$W�

WKH�PDVV�FHQWHU�ZH�GUHZ�WKH�IRUFH�RI�JUDYLW\�(mJ)�DQG�
WKH�IRUFH�RI�WKH�ZLQG�DW�WKH�FHQWHU�RI�WKH�IURQWDO�DUHD��
7KH�JURXQG�UHDFWLRQ�IRUFHV�DUH�LQFOXGHG�DW�WKH�VXEMHFW¶V�
VWDQFH�IRRW��1RWH�WKDW�WKHVH�DUH�WKH�UHDFWLRQ�IRUFHV�DFWLQJ�
RQ�WKH�UXQQHU��UDWKHU�WKDQ�WKH�IRUFHV�WKDW�WKH�UXQQHU�LV�
DSSO\LQJ�WR�WKH�HDUWK��)LJXUH����b�LV�DQ�)%'�RI�D�ELF\FOH�
FUDQN� VKRZLQJ� WKH�NQRZQ�SHGDO� IRUFHV��7KH� FUDQN� LV�
UHSUHVHQWHG�DV�D�VLQJOH�OLQH�DQG�LWV�PDVV�FHQWHU�LV�LQGL�
FDWHG�ZLWK�D�GRW��$W�WKH�GLVWDO�HQG�RI�WKH�FUDQN�DUH�WKH�
KRUL]RQWDO�DQG�YHUWLFDO�IRUFHV�RI�WKH�SHGDO��ZH�PHDVXUHG�
WKHVH�IRUFHV�DQG�ODEHOHG�WKHLU�PDJQLWXGHV��%HFDXVH�WKH�
SHGDO�KDV�DQ�D[OH�ZLWK�VPRRWK�EHDULQJV��ZH�DVVXPHG�
WKDW� WKHUH�ZDV� QR�PRPHQW� RI� IRUFH� H[HUWHG� DERXW� WKH�
SHGDO�D[OH��$W�WKH�SUR[LPDO�HQG�RI�WKH�FUDQN��ZH�GUHZ�
WKH�UHDFWLRQ�IRUFHV�RQ�WKH�FUDQN¶V�D[OH�(R

Ax
, R

Ay 
)��7KHVH�

DUH�XQNQRZQ��VR�ZH�JDYH�WKHP�QDPHV�DQG�GUHZ�WKHP�
LQ�WKH�SRVLWLYH�*&6�GLUHFWLRQV��:H�DOVR�GUHZ�D�UHVXOWDQW�
PRPHQW�(M

A 
)�DERXW�WKH�FUDQN�D[OH��ZKLFK�ZH�JDYH�D�SRVL�

WLYH�FRXQWHUFORFNZLVH�GLUHFWLRQ�EHFDXVH�LWV�PDJQLWXGH�
LV� XQNQRZQ��7KLV�PRPHQW� LV� QRQ]HUR� EHFDXVH� RI� WKH�
UHVLVWDQFH�RI�WKH�FKDLQ�GULYLQJ�WKH�ELF\FOH�

E5144/Robertson/Fig4.2/414891,415099/alw/r2-pulled 
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 ŸFigure 4.2 Free-body diagrams of a runner (a) and a bicycle crank (b). It is assumed that there is no moment 
of force at the pedal but there is a moment at the crank axle (MA) due to the chain ring.

EXAMPLE 4.1
1. 'UDZ�WKH�)%'�IRU�D�URZLQJ�RDU�
2. 'UDZ�WKH�)%'�IRU�D�UXQQLQJ�KXPDQ��LQFOXGLQJ�ZLQG�

UHVLVWDQFH��:KDW� LV� WKH�SUREOHP�ZLWK�GUDZLQJ�WKH�
ZLQG�UHVLVWDQFH"

See answer 4.1 on page 377.
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TYPES OF FORCES
$W�SUHVHQW��SK\VLFLVWV�FRQWHQG�WKDW�WKHUH�DUH�IRXU�IXQGD�
PHQWDO�IRUFHV�LQ�QDWXUH��WKH�³VWURQJ´�DQG�³ZHDN´�QXFOHDU�
IRUFHV�� HOHFWURPDJQHWLF� IRUFH�� DQG�JUDYLWDWLRQDO� IRUFH��
2I�WKHVH�IRUFHV��RQO\�JUDYLWDWLRQDO�DQG�HOHFWURPDJQHWLF�
IRUFHV�FRQFHUQ�WKH�ELRPHFKDQLVW��$OO�IRUFHV�H[SHULHQFHG�
E\�WKH�ERG\�DUH�VRPH�FRPELQDWLRQ�RI�WKHVH�WZR�

$QRWKHU�RI�1HZWRQ¶V�VXEVWDQWLDO�FRQWULEXWLRQV�WR�RXU�
XQGHUVWDQGLQJ�RI�PRWLRQ�LV�KLV�GHVFULSWLRQ�RI�KRZ�PDVVHV�
LQWHUDFW�HYHQ�ZKHQ�WKH\�DUH�QRW�LQ�FRQWDFW��+LV�universal 
law of gravitation�VWDWHV�WKDW�³WZR�ERGLHV�DWWUDFW�HDFK�
RWKHU�ZLWK�D�IRUFH�WKDW�LV�SURSRUWLRQDO�WR�WKH�SURGXFW�RI�
WKHLU�PDVVHV�DQG�LQYHUVHO\�SURSRUWLRQDO�WR�WKH�VTXDUH�RI�
WKH�GLVWDQFH�EHWZHHQ� WKHP�́ �:LWK� WKH� LQWURGXFWLRQ�RI�
WKH�XQLYHUVDO�FRQVWDQW�RI�JUDYLWDWLRQ��*���ZH�FDQ�TXDQ�
WLI\�WKH�PDJQLWXGH�RI�WKH�JUDYLWDWLRQDO�IRUFH��FJ� �*(m� 
! m�)/r

���ZKHUH�m��DQG�m��DUH� WKH�PDVVHV�RI� WKH� WZR�
ERGLHV�DQG�r�LV�WKH�GLVWDQFH�EHWZHHQ�WKHLU�PDVV�FHQWHUV��
:KHUHDV�1HZWRQ�FRQVLGHUHG�WKLV�FRQFHSW�RI�JUDYLW\�LQ�
KLV�TXHVW�WR�XQGHUVWDQG�SODQHWDU\�PRWLRQ��LQ�WKH�UHDOP�
RI� ELRPHFKDQLFV� LWV�PRVW� LPSRUWDQW� DSSOLFDWLRQ� LV� IRU�
WKH�HIIHFW�WKDW�WKH�HDUWK¶V�JUDYLW\�KDV�RQ�ERGLHV�QHDU�LWV�
VXUIDFH��,Q�WKLV�FDVH��m��LV�WKH�PDVV�RI�WKH�(DUWK��m��LV�
WKH�PDVV�RI�DQ�REMHFW�RQ�WKH�VXUIDFH�RI�WKH�(DUWK��DQG�
r�LV�WKH�VSHFL¿F�GLVWDQFH��R��IURP�WKH�ERG\¶V�FHQWHU�RI�
PDVV�WR�WKH�FHQWHU�RI�PDVV�RI�WKH�(DUWK��,I�ZH�FRQVLGHU�
WKH�JUDYLWDWLRQDO�IRUFH�DFWLQJ�RQ�PDVV�m���WKH�HIIHFW�RI�
WKLV�IRUFH�LV�GHVFULEHG�E\�WKH�ODZ�RI�DFFHOHUDWLRQ�(F = 
m�a)��%\� VXEVWLWXWLRQ� LQWR� WKH� JUDYLWDWLRQDO� HTXDWLRQ��
ZH� VHH� WKDW�m�a  �*�m� ! m���5�. 7KH�ERG\¶V�PDVV��
m�� DSSHDUV�RQ�ERWK�VLGHV�RI�WKH�HTXDWLRQ�DQG�WKHUHIRUH�
GURSV�RXW��OHDYLQJ�DQ�H[SUHVVLRQ�IRU�WKH�DFFHOHUDWLRQ�RI�
WKH�ERG\�FDXVHG�E\�WKH�HDUWK¶V�JUDYLWDWLRQDO�IRUFH��a = 
*m��5���%HFDXVH�DOO�RI�WKH�WHUPV�RQ�WKH�ULJKW�KDQG�VLGH�
DUH�FRQVWDQWV��WKH�DFFHOHUDWLRQ��a��LV�DOVR�D�FRQVWDQW��7KLV�
LV�WKH�DFFHOHUDWLRQ�UHVXOWLQJ�IURP�(DUWK¶V�JUDYLW\��FRP�
PRQO\�FDOOHG�g�DQG�DSSUR[LPDWHO\�HTXDO� WR������P�V�. 
)XUWKHUPRUH��WKH�JUDYLWDWLRQDO�IRUFH�LV�JLYHQ�WKH�VSHFL¿F�
QDPH�weight��ZLWK�WKH�HTXDWLRQ�W = mJ�EHLQJ�D�VSHFL¿F�
IRUP�RI�WKH�PRUH�JHQHUDO�F = ma���1RWH�WKDW�ERG\�ZHLJKW�
LV�D�IRUFH�DQG�WKHUHIRUH�D�YHFWRU��,Q�FRQWUDVW��ERG\�PDVV�
LV�D�VFDODU�TXDQWLW\���7KHUHIRUH��RQ�DQ�)%'�IRU�DQ�REMHFW�
RQ�RU�QHDU�WKH�HDUWK¶V�VXUIDFH��WKH�ZHLJKW�IRUFH�VKRXOG�EH�
GUDZQ�DFWLQJ�LQ�WKH�GLUHFWLRQ�WRZDUG�WKH�HDUWK¶V�FHQWHU��
XVXDOO\�GHVLJQDWHG�DV�YHUWLFDOO\�GRZQ�

,I�D�SHUVRQ�VWDQGV�TXLHWO\�ZKLOH�ZDLWLQJ�IRU�D�EXV��KLV�
ZHLJKW�IRUFH�YHFWRU�LV�DFWLQJ�WR�DFFHOHUDWH�KLP�GRZQZDUG�
DW������P�V���+RZHYHU��WKLV�DFFHOHUDWLRQ�GRHV�QRW�RFFXU��
EHFDXVH�D�SHUVRQ¶V�YHUWLFDO�YHORFLW\�UHPDLQV�FRQVWDQW�DW�
]HUR��7KH�UHDVRQ�IRU�WKLV�ODFN�RI�DFFHOHUDWLRQ�LV�H[SODLQHG�
E\�1HZWRQ¶V�WKLUG�ODZ��ZKLFK�JRYHUQV�WKH�IRUFHV�DVVRFL�
DWHG�ZLWK�WKH�FRQWDFW�EHWZHHQ�WKH�SHUVRQ¶V�IHHW�DQG�WKH�
SDYHPHQW��7KH�SHUVRQ�LV�DSSO\LQJ�D�IRUFH�WR�WKH�HDUWK�

HTXDO�WR�KLV�ZHLJKW��ZKLOH�WKH�HDUWK�LV�DSSO\LQJ�DQ�HTXDO�
DQG�RSSRVLWH�UHDFWLRQ�IRUFH�RQ�WKH�SHUVRQ��2Q�DQ�)%'�RI�
WKH�SHUVRQ��¿JXUH����a���ZH�ZRXOG�GUDZ�D�IRUFH�YHFWRU�
SRLQWLQJ�XSZDUG��DZD\�IURP�WKH�(DUWK¶V�FHQWHU��FDOOHG�
WKH�ground reaction force��*5)�RU�FJ���7KHUHIRUH��WKHUH�
DUH�WZR�IRUFHV�DFWLQJ�RQ�WKH�SHUVRQ�LQ�WKH�YHUWLFDO�GLUHF�
WLRQ��WKH�ZHLJKW�IRUFH�GRZQZDUG��QHJDWLYH��DQG�WKH�*5)�
XSZDUG��SRVLWLYH��� ,Q� WKLV�TXLHW�VWDQFH�VLWXDWLRQ�� WKHVH�
WZR� IRUFHV�KDYH� WKH�VDPH�PDJQLWXGH��9HFWRU� VXPPD�
WLRQ�UHVXOWV�LQ�D�UHVXOWDQW�YHUWLFDO�IRUFH�RI�]HUR��W + FJ 
 �����ZKLFK�LV�WKH�UHDVRQ�WKH�SHUVRQ¶V�YHUWLFDO�YHORFLW\�
UHPDLQV�FRQVWDQW�

E5144/Robertson/Fig4.3/414892,415100/alw/r1-pulled 
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 ŸFigure 4.3 An FBD of a person standing on the 
earth must show two forces. The first is the weight 
force vector (W) acting downward (negative) because 
of the gravitational attraction of the Earth. The second 
force is the GRF (Fg) acting upward (positive) because 
of the physical contact between the person and the 
Earth. For a person in a quiet stance (a), these two 
opposing forces are approximately equal in magnitude, 
and therefore the person’s center of mass undergoes 
no acceleration ("F = 0). If the person uses muscular 
effort to push down on the ground (b), the resulting 
increase in Fg will cause an upward acceleration 
because Fg will now be larger than W (i.e., "F > 0).

$OWKRXJK�HTXDO�WR�WKH�SHUVRQ¶V�ZHLJKW�LQ�WKLV�H[DPSOH��
LQ�JHQHUDO�WKH�PDJQLWXGH�RI�WKH�*5)�FDQ�YDU\�DQG�WKHUH�
IRUH�FDQ�EH�JUHDWHU�WKDQ�RU�OHVV�WKDQ�WKH�PDJQLWXGH�RI�
WKH�SHUVRQ¶V�ZHLJKW��ZKLFK�LV�D�FRQVWDQW�(W = mJ)��,I�D�
SHUVRQ�VWDQGLQJ�RQ�WKH�JURXQG�DFWLYDWHV�KLV�OHJ�H[WHQ�
VRU�PXVFOHV��L�H���SXVKHV�GRZQ�RQ�WKH�JURXQG���WKH�*5)�
ZLOO�ULVH�DERYH�WKH�PDJQLWXGH�RI�KLV�ZHLJKW��¿JXUH����b���
7KH�UHVXOWDQW�IRUFH�YHFWRU�ZLOO�WKHUHIRUH�EH�QRQ]HUR�DQG�
GLUHFWHG�XSZDUG��FJ > W��WKHUHIRUH�W + FJ�!�����7KH�ODZ�
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RI�DFFHOHUDWLRQ�GLFWDWHV�WKDW�WKLV�SRVLWLYH�UHVXOWDQW�IRUFH�
FDXVHV�DFFHOHUDWLRQ�LQ�WKH�XSZDUG�GLUHFWLRQ��WKH�PDJQL�
WXGH�RI�ZKLFK�GHSHQGV�RQ�WKH�SHUVRQ¶V�PDVV�(F = ma��
UHDUUDQJHG�DV�a = F/m)��,I�WKH�SHUVRQ�KDG�EHHQ�VWDQGLQJ�
TXLHWO\�EHIRUH�DFWLYDWLQJ�KLV�PXVFOHV��WKH�LQLWLDO�YHUWLFDO�
YHORFLW\�ZRXOG�KDYH�EHHQ�]HUR��7KH�SRVLWLYH� UHVXOWDQW�
IRUFH�DQG�DFFHOHUDWLRQ�UHVXOW�LQ�D�FKDQJH�LQ�WKH�YHORFLW\�
IURP� ]HUR� WR� DQ� XSZDUGO\� GLUHFWHG� SRVLWLYH� YHORFLW\��
,Q� FRQWUDVW�� LI� WKH� SHUVRQ�KDG� MXVW� MXPSHG�RII� D� VWHS��
KLV�LQLWLDO�YHORFLW\�DW�JURXQG�FRQWDFW�ZRXOG�KDYH�EHHQ�
GRZQZDUG��QHJDWLYH���7KH�SRVLWLYH�UHVXOWDQW�IRUFH�DQG�
DFFHOHUDWLRQ�DFW� WR�UHGXFH� WKLV�QHJDWLYH�YHORFLW\��VORZ�
WKH�GRZQZDUG�PRWLRQ���,I�ODUJH�HQRXJK�DQG�DSSOLHG�ORQJ�
HQRXJK��WKH�SRVLWLYH�UHVXOWDQW�IRUFH�UHGXFHV�WKH�YHORF�
LW\�WR�]HUR��VWRSSLQJ�WKH�GRZQZDUG�PRYHPHQW��RU�HYHQ�
UHYHUVLQJ�WKH�PRYHPHQW�IURP�GRZQZDUG�WR�XSZDUG�

$OWKRXJK�WKLV�H[DPSOH�UHIHUV�WR�WKH�YHUWLFDO�GLUHFWLRQ��
WKH�*5)�LV�D���'�YHFWRU�WKDW�FDQ�KDYH�FRPSRQHQWV�LQ�
WKH�KRUL]RQWDO�SODQH�WKDW�DUH�RIWHQ�UHIHUHQFHG�WR�ERG\�
SRVLWLRQ��ZLWK�DQWHULRU�SRVWHULRU��$�3��DQG�PHGLDO�ODWHUDO�
�0�/�� FRPSRQHQWV� �¿JXUH� ������7KH� ��'�GLUHFWLRQ� RI�
WKH�*5)�YHFWRU�GHSHQGV�RQ�KRZ�WKH�SHUVRQ�DSSOLHV�WKH�
IRUFH�WR�WKH�JURXQG��DQG�LW�GLFWDWHV�WKH�UHODWLYH�VL]H�RI�
WKH�YHUWLFDO��$�3��DQG�0�/�FRPSRQHQWV��)RU�H[DPSOH��D�
VRFFHU�SOD\HU�WU\LQJ�WR�LQLWLDWH�IRUZDUG�PRWLRQ�SXVKHV�
GRZQZDUG�DQG�EDFNZDUG�RQ�WKH�JURXQG��7KH�*5)�WKHUH�
IRUH�LV�GLUHFWHG�XSZDUG�DQG�IRUZDUG��UHVXOWLQJ�LQ�SRVLWLYH�
YHUWLFDO�DQG�DQWHULRU�*5)�FRPSRQHQWV��$�VLPLODU�SXVK�
RII�WR�LQLWLDWH�D�IRUZDUG�DQG�ODWHUDO�PRYHPHQW�UHVXOWV�LQ�
D�ODWHUDO�*5)�FRPSRQHQW�DV�ZHOO��7KH�DELOLW\�WR�JHQHUDWH�
WKHVH�KRUL]RQWDO�FRPSRQHQWV�GHSHQGV�RQ�WKH�QDWXUH�RI�WKH�
IRRW�JURXQG�FRQWDFW��5HFDOO�WKDW�LQ�WKH�YHUWLFDO�GLUHFWLRQ��
WKH�*5)�ZDV�WKH�UHVXOW�RI�WKH�UHVLVWDQFH�WR�WKH�JUDYLWD�
WLRQDO�DWWUDFWLRQ�SURYLGHG�E\�WKH�HDUWK¶V�VROLG�VXUIDFH��,Q�
WKH�KRUL]RQWDO�GLUHFWLRQV��WKH�IRRW�JURXQG�LQWHUIDFH�PXVW�
SURYLGH�D�VLPLODU�UHVLVWDQFH��WKH�SHUVRQ�PXVW�EH�DEOH�WR�
SXVK�RQ�WKH�HDUWK�WR�JHQHUDWH�D�*5)��$�IRUFH�NQRZQ�DV�
friction�FDQ�SURYLGH�WKLV�UHVLVWDQFH��,I�D�SHUVRQ�VWDQGV�RQ�
D�WUXO\�IULFWLRQOHVV�VXUIDFH��LW�LV�LPSRVVLEOH�WR�JHQHUDWH�
$�3�RU�0�/�*5)�FRPSRQHQWV�

)ULFWLRQ�LV�D�VSHFL¿F�IRUFH�WKDW�DFWV�ZKHQHYHU�WZR�FRQ�
WDFWLQJ�VXUIDFHV�VOLGH�RYHU�HDFK�RWKHU��)ULFWLRQDO�IRUFHV�
DUH�GLUHFWHG�parallel�WR�WKH�VXUIDFHV�DQG�DOZD\V�RSSRVH�
WKH�UHODWLYH�PRWLRQ�RI�WKH�WZR�VXUIDFHV��,Q�VRPH�FDVHV��
WKH�IULFWLRQDO�IRUFH�LV�ODUJH�HQRXJK�WR�SUHYHQW�PRYHPHQW��
WKLV�LV�NQRZQ�DV�static friction��,Q�RWKHU�FDVHV��DSSOLHG�
IRUFHV�DUH�JUHDW�HQRXJK�WR�FDXVH�PRYHPHQW��DQG� WKHQ�
kinetic friction�DFWV�WR�UHVLVW�WKH�PRWLRQ��,PDJLQH�WKDW�
D�EORFN�VLWWLQJ�RQ�D�OHYHO�VXUIDFH�LV�VXEMHFWHG�WR�D�VORZO\�
LQFUHDVLQJ�DSSOLHG�KRUL]RQWDO�IRUFH��F

applied
 �¿JXUH�������

:KHQ�F
applied

 LV�VPDOO��WKH�IULFWLRQDO�IRUFH�(F
friction

) LV�DEOH�
WR�UHVLVW�PRYHPHQW��DQG�VR�WKH�EORFN�UHPDLQV�VWDWLRQ� 
DU\��F

applied
� �í)

friction
; F

applied
 + F

friction
  �����$V�F

applied
 

LQFUHDVHV��F
friction

 FRQWLQXDOO\� LQFUHDVHV� WR�PDWFK� LW� LQ�

PDJQLWXGH� WR� NHHS� WKH� EORFN� VWDWLRQDU\��+RZHYHU�� DW�
VRPH�SRLQW��F

friction
 ZLOO�UHDFK�LWV�PD[LPDO�VWDWLF�YDOXH��

DQG�IXUWKHU�LQFUHDVHV�LQ�F
applied

 ZLOO�QRW�EH�PHW�E\�HTXDO�
LQFUHDVHV�LQ�F

friction
��,W�LV�DW�WKLV�SRLQW�WKDW�PRYHPHQW�RI�

WKH�EORFN�FRPPHQFHV��7KH�PD[LPDO�YDOXH�RI�F
friction

 LQ�
VWDWLF�FRQGLWLRQV�LV�NQRZQ�DV�WKH�limiting static friction 
force��DQG�LW�LV�FDOFXODWHG�XVLQJ�WKH�HTXDWLRQ�F

maximum
 = 

#
static

N��ZKHUH�#
static

�LV�WKH�FRHI¿FLHQW�RI�VWDWLF�IULFWLRQ 
DQG�N LV�WKH�QRUPDO�IRUFH�DFWLQJ�DFURVV�WKH�WZR�VXUIDFHV�
�¿JXUH�������$V�WKH�PDJQLWXGH�RI�F

applied
 H[FHHGV�WKDW�RI�

F
maximum

��WKH�EORFN�LV�VHW�LQ�PRWLRQ��ZLWK�F
applied

 WHQGLQJ�WR�
DFFHOHUDWH�LW��ZKHUHDV�WKH�NLQHWLF�IULFWLRQDO�IRUFH�F

kinetic
 

RSSRVHV� WKH�PRWLRQ� �L�H��� WHQGV� WR� VORZ� LW� GRZQ���7KH�
PDJQLWXGH�RI�F

kinetic
 LV�VRPHZKDW�OHVV�WKDQ�WKDW�RI�F

maximum
 

DQG�LV�DSSUR[LPDWHO\�FRQVWDQW�GHVSLWH�WKH�PDJQLWXGH�RI�
F

applied
 RU�WKH�YHORFLW\�DWWDLQHG�E\�WKH�EORFN��7KH�NLQHWLF�

IULFWLRQ�IRUFH�FDQ�EH�FDOFXODWHG�ZLWK�WKH�IRUPXOD�F
kinetic

 = 
#

kinetic
N��ZKHUH�#

kinetic
�LV�WKH�FRHI¿FLHQW�RI�NLQHWLF�IULFWLRQ 

DQG�N LV�WKH�QRUPDO�IRUFH��7KH�normal force�LV�WKH�IRUFH�
SHUSHQGLFXODU�WR�WKH�VXUIDFHV�WKDW�NHHSV�WKH�VXUIDFHV�LQ�
FRQWDFW��1RWH�WKDW�#

static
�DQG�#

kinetic
�ERWK�GHSHQG�RQ�WKH�

QDWXUH� RI� WKH� WZR� VXUIDFHV� LQYROYHG� DQG� WKDW�#
static

� LV�
DOZD\V�VOLJKWO\�JUHDWHU�WKDQ�#

kinetic
.

5HDGHUV� ZLOO� HQFRXQWHU� RWKHU� FODVVHV� RI� IRUFHV�
WKURXJKRXW�WKH�ELRPHFKDQLFV�OLWHUDWXUH��,QWHUQDO�IRUFHV�
XVXDOO\� UHIHU� WR� WKRVH� JHQHUDWHG� RU� ERUQH� E\� WLVVXHV�
ZLWKLQ�WKH�ERG\��VXFK�DV�PXVFOHV�� OLJDPHQWV�� WHQGRQV��
FDUWLODJH��RU�ERQH��,Q�FRQWUDVW��H[WHUQDO�IRUFHV�DUH�WKRVH�
LPSRVHG�RQ�WKH�ERG\�E\�FRQWDFW�ZLWK�RWKHU�REMHFWV��VXFK�
DV�WKH�UHDFWLRQ�IRUFHV�GHVFULEHG�HDUOLHU��Inertia forces DUH�
WKRVH�DVVRFLDWHG�ZLWK�DFFHOHUDWLQJ�ERGLHV��DQG�WKH\�DULVH�
IURP�D�VOLJKWO\�GLIIHUHQW�H[SUHVVLRQ�RI�1HZWRQ¶V�ODZ�RI�

E5144/Robertson/Fig4.4/414893/alw/r3-pulled 
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 ŸFigure 4.4 The GRF vector F can be resolved 
into its three components, FX, FY, and FZ.
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DFFHOHUDWLRQ�(F = ma)��,I�WKH�ULJKW�KDQG�VLGH�LV�VXEWUDFWHG�
IURP�ERWK�VLGHV�RI�WKH�HTXDWLRQ��WKH�H[SUHVVLRQ�EHFRPHV�
F í�ma  ����WKLV�IRUPXODWLRQ�LV�NQRZQ�DV�G¶$OHPEHUW¶V�
SULQFLSOH��7KH�WHUP�íma LV�FDOOHG�WKH�inertial force;�LW�LV�
GLPHQVLRQDOO\�HTXLYDOHQW�WR�RWKHU�IRUFHV�WKDW�FRQVWLWXWH�
WKH�UHVXOWDQW�IRUFH�F RQ�WKH�OHIW�KDQG�VLGH�RI�WKH�HTXDWLRQ��
7KLV� VR�FDOOHG�pseudo-force� LV� IHOW�ZKHQ� DQ� HOHYDWRU�
UDSLGO\�VORZV�DV�LW�DSSURDFKHV�LWV�GHVWLQDWLRQ�ÀRRU��7KH�
ERG\¶V�LQHUWLD�ZLVKHV�WR�FRQWLQXH�XSZDUG��DQG�WKH�LQHUWLDO�
IRUFH�UHVXOWV�LQ�D�GHFUHDVH�LQ�WKH�UHDFWLRQ�IRUFH�EHWZHHQ�
WKH�IHHW�DQG�WKH�ÀRRU��$QRWKHU�H[DPSOH�LV�WKH�g-force 
H[SHULHQFHG�GXULQJ�UDSLG�DFFHOHUDWLRQ�LQ�D�FDU�RU�SODQH��
LQ�WKHVH�FDVHV��WKH�ERG\�ZDQWV�WR�UHPDLQ�VWDWLRQDU\�ZKLOH�
WKH�YHKLFOH�PRYHV�UDSLGO\�IRUZDUG��,Q�WKHVH�VLWXDWLRQV��
D�SHUVRQ�IHHOV�OLNH�VKH�LV�EHLQJ�SXVKHG�LQWR�WKH�VHDW�EXW�
WKH�UHDO�IRUFH�LV�WKH�VHDW�SXVKLQJ�KHU�IRUZDUG�

$QRWKHU�W\SH�RI�SVHXGR�IRUFH�DULVHV�ZKHQ�ZH�FRQVLGHU�
REMHFWV�URWDWLQJ�DERXW�DQ�D[LV�DQG�LV�DVVRFLDWHG�ZLWK�WKH�
HYHU�FKDQJLQJ� OLQHDU� GLUHFWLRQ�RI� SDUWLFOHV�ZLWKLQ� WKH�
URWDWLQJ�ULJLG�ERG\��,Q�WKLV�FLUFXPVWDQFH��DQ�RXWZDUGO\�
GLUHFWHG�centrifugal force� UHSUHVHQWV� WKH� LQHUWLDO� WHQ�
GHQF\�IRU�WKH�SDUWLFOHV�WR�FRQWLQXH�PRYLQJ�DZD\�IURP�
WKH�D[LV�RI�URWDWLRQ��ZKLOH�WKH�LQZDUGO\�GLUHFWHG�radial 
RU�centripetal force�DFWV�WR�SUHYHQW�VXFK�DQ�RFFXUUHQFH��
$�WKLUG�SVHXGR�IRUFH��WKH�Coriolis force��RFFXUV�LQ�UHOD�

WLRQ�WR�WKH�URWDWLRQV�RI�UHIHUHQFH�V\VWHPV�ZLWKLQ�D�JLYHQ�
V\VWHP��5HDGHUV�DUH�GLUHFWHG�WR�SK\VLFV�RU�HQJLQHHULQJ�
WH[WV��H�J���%HHU�HW�DO��������IRU�D�PRUH�FRPSOHWH�GHVFULS�
WLRQ�DQG�WKH�FRPSXWDWLRQ�RI�WKHVH�IRUFHV�

MOMENT OF FORCE,  
OR TORQUE
(DUOLHU�ZH�QRWHG�WKDW�WKH�SRLQW�RI�DSSOLFDWLRQ�RI�D�IRUFH�
YHFWRU�LV�LPSRUWDQW�RQO\�LI�DQJXODU�PRWLRQ�RI�D�ULJLG�ERG\�
LV� XQGHU� FRQVLGHUDWLRQ��%\�GH¿QLWLRQ�� DQJXODU�PRWLRQ�
WDNHV�SODFH�DURXQG�DQ�axis of rotation��VHH�FKDSWHUV���
DQG�����,I�D�IRUFH�YHFWRU�

�
F LV�DSSOLHG�WR�D�ULJLG�ERG\�VR�

WKDW� LWV� OLQH�RI�DFWLRQ�SDVVHV�GLUHFWO\� WKURXJK�WKH�D[LV�
RI�URWDWLRQ��QR�DQJXODU�PRWLRQ�LV� LQGXFHG��¿JXUH�������
+RZHYHU��LI�IRUFH�YHFWRU�

�
F LV�PRYHG�WR�D�SDUDOOHO�ORFD�

WLRQ�VR�WKDW�LWV�OLQH�RI�DFWLRQ�IDOOV�VRPH�GLVWDQFH�IURP�WKH�
D[LV��WKH�IRUFH�WHQGV�WR�FDXVH�URWDWLRQ��)RUFHV�WKDW�GR�QRW�
SDVV�WKURXJK�WKH�D[LV�RI�URWDWLRQ�DUH�NQRZQ�DV�eccentric 
(off-center) forces��,I�D�GLVSODFHPHQW�YHFWRU��

�r ��LV�GH¿QHG�
IURP�WKH�D[LV�RI�URWDWLRQ�WR�WKH�SRLQW�RI�IRUFH�DSSOLFDWLRQ��
WKH�YHFWRU�FURVV�SURGXFW�RI�WKH�IRUFH�DQG�GLVSODFHPHQW�
YHFWRU� LV�NQRZQ�DV� WKH�moment of force (

�
M) VR� WKDW��

M = �r �
�
F��7KH�SHUSHQGLFXODU�GLVWDQFH� IURP� WKH�D[LV�

RI� URWDWLRQ� WR� WKH�IRUFH� OLQH�RI�DFWLRQ� LV�NQRZQ�DV� WKH�
moment arm (d)�RI�WKH�IRUFH��)LJXUH�����LOOXVWUDWHV�WKDW�
d = r VLQ�$��ZKHUH�$�LV�WKH�DQJOH�IRUPHG�E\�WKH�OLQHV�RI�
DFWLRQ�RI�WKH�GLVSODFHPHQW�YHFWRU�

�r �DQG�IRUFH�YHFWRU�
�
F .  

8VLQJ� WKH�SHUSHQGLFXODU�GLVWDQFH��d��ZH�FDQ�FRPSXWH�
WKH�PDJQLWXGH�RI�WKH�PRPHQW�RI�IRUFH�DV�M = Fd. The 
XQLW�IRU�D�PRPHQW�RI�IRUFH��RU�VLPSO\�³PRPHQW´��LV�WKH�
QHZWRQ�PHWHU� �1ÂP���&OHDUO\�� WKH�SRLQW�RI� DSSOLFDWLRQ�
RI�D�IRUFH�YHFWRU�GLFWDWHV�WKH�PDJQLWXGH�RI�WKH�PRPHQW��
EHFDXVH�DOWHULQJ�WKH�DSSOLFDWLRQ�SRLQW�FKDQJHV�WKH�IRUFH�
PRPHQW�DUP�

$� VLQJOH� HFFHQWULF� IRUFH� SURGXFHV� ERWK� OLQHDU� DQG�
URWDWLRQDO�HIIHFWV��7KH�IRUFH�LWVHOI�FDXVHV�WKH�REMHFW�WR�
DFFHOHUDWH� DFFRUGLQJ� WR�1HZWRQ¶V� ODZ�RI� DFFHOHUDWLRQ�
UHJDUGOHVV�RI�ZKHWKHU�WKH�IRUFH�LV�GLUHFWHG�WKURXJK�WKH�
D[LV� RI� URWDWLRQ��$�SXUHO\� URWDWLRQDO�PRWLRQ��ZLWK� QR�
OLQHDU�DFFHOHUDWLRQ��FDQ�EH�SURGXFHG�E\�WZR�IRUFHV�DFWLQJ�
DV�D�IRUFH�FRXSOH��$�force couple�FRQVLVWV�RI�WZR�QRQFRO�
OLQHDU�EXW�SDUDOOHO�IRUFHV�RI�HTXDO�PDJQLWXGH�DFWLQJ�LQ�
RSSRVLWH�GLUHFWLRQV��)RU�H[DPSOH��LQ�¿JXUH������WKH�HTXDO�
SDUDOOHO�IRUFHV�F DQG�í)�DUH�VHSDUDWHG�E\�D�SHUSHQGLFXODU�
GLVWDQFH��d��DQG�WKHUHE\�IRUP�D�IRUFH�FRXSOH�WKDW�DSSOLHV�
D�PRPHQW�HTXDO�WR�Fd��%HFDXVH�F DQG�í)�DUH�LQ�RSSRVLWH�
GLUHFWLRQV��WKH\�VXP�WR�]HUR��DQG�WKXV�WKH�UHVXOWDQW�IRUFH�
DSSOLHG�WR�WKH�REMHFW�LV�]HUR��7KLV�UHVXOWV�LQ�DQ�DEVHQFH�
RI�OLQHDU�DFFHOHUDWLRQ�

$QRWKHU� WHUP� FRPPRQO\� XVHG� LQVWHDG� RI�moment 
of force�LV�torque��6RPH�SK\VLFV�DQG�HQJLQHHULQJ�WH[WV�
GLVWLQJXLVK�EHWZHHQ�WKH�WZR�WHUPV��DVVRFLDWLQJ�WRUTXH�

E5144/Robertson/Fig4.5/414894,415101/alw/r3-pulled 

Static: Fapplied = − Ffriction ≤ − Fmaximum = µstaticN  

Dyman: Fapplied > − Fkinetic = µkineticN  

Fapplied 
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Ffriction 

Fkinetic

N

N

W

W
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 ŸFigure 4.5 When a force, Fapplied, is applied in a 
direction that would tend to cause an object to slide 
across a surface, a frictional force vector, Ffriction, 
opposes the applied force. A static situation is shown 
in the top panel, in which Fapplied and Ffriction are less 
than the limiting static friction force Fmaximum = #staticN, 
where #static is the coefficient of static friction and N 
is the normal force acting across the two surfaces. In 
this static case, Fapplied = −Ffriction. If Fapplied becomes 
greater than Fmaximum, the object will slide, resisted by 
the dynamic frictional force Fkinetic = #kineticN, where  
#kinetic is the coefficient of dynamic friction (bottom 
panel).
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ZLWK�HLWKHU�IRUFH�FRXSOHV�RU�³WZLVWLQJ´�PRYHPHQWV�ZKHUH�
LW�LV�GLI¿FXOW�WR�LGHQWLI\�D�VLQJOH�IRUFH�YHFWRU�DQG�SRLQW�
RI�DSSOLFDWLRQ��:LWKLQ�WKH�ELRPHFKDQLFV�FRPPXQLW\��WKH�
WHUPV�DUH�XVHG�LQWHUFKDQJHDEO\�E\�PRVW��DQG�ZH�XVH�ERWK�
WHUPV�WKURXJKRXW�WKLV�WH[W�

7KH�H[DFW�URWDWLRQDO�NLQHPDWLF�HIIHFW�RI�DQ�DSSOLHG�
WRUTXH� LV�GLFWDWHG�E\� WKH�DQJXODU�YHUVLRQ�RI�1HZWRQ¶V�
ODZV�RI�PRWLRQ��WKH�¿UVW�WZR�RI�ZKLFK�GHDO�ZLWK�DQJXODU�
PRPHQWXP�LQ�WKH�DEVHQFH�RU�SUHVHQFH�RI�WRUTXH��,Q�WKH�
DEVHQFH�RI�DQ�DSSOLHG�WRUTXH��D�URWDWLQJ�ERG\�FRQWLQXHV�
WR�URWDWH�ZLWK�FRQVWDQW�DQJXODU�PRPHQWXP��DQDORJRXV�
WR�WKH�OLQHDU�ODZ�RI�LQHUWLD��$QJXODU�PRPHQWXP��L��LV�

GH¿QHG�DV� WKH�SURGXFW�RI� WKH�ERG\¶V�PDVV�PRPHQW�RI�
LQHUWLD��I��DQG�LWV�DQJXODU�YHORFLW\��%��VR� WKDW�L = I%.� 
7KH�XQLWV�IRU�DQJXODU�PRPHQWXP�DUH�WKHUHIRUH�NJāP��V��
:KHQ�D�PRPHQW�RI�IRUFH�LV�DSSOLHG�WR�D�ULJLG�ERG\��WKH�
DQJXODU�PRPHQWXP�FKDQJHV�VR�WKDW�M = dL/dt��ZKHUH�
dL/dt LV�WKH�WLPH�GHULYDWLYH�RI�DQJXODU�PRPHQWXP��7KLV�
LV� NQRZQ� DV�(XOHU¶V� HTXDWLRQ�� DIWHU� WKH� IDPRXV� ��WK�
FHQWXU\�6ZLVV�PDWKHPDWLFLDQ�/HRQKDUG�(XOHU��,W�LV�WKH�
DQJXODU�HTXLYDOHQW�RI�F = ma��ZKLFK�1HZWRQ�RULJLQDOO\�
H[SUHVVHG�DV�F = dp/dt��ZKHUH�dp/dt LV�WKH�WLPH�GHULYDWLYH�
RI�WKH�OLQHDU�PRPHQWXP�(p) RI�D�SDUWLFOH�RU�ULJLG�ERG\��
,Q�WKH�OLQHDU�FDVH��D�FKDQJH�LQ�YHORFLW\��DFFHOHUDWLRQ��LV�
WKH�RQO\�SRVVLELOLW\�EHFDXVH� WKH�PDVV�RI� D� ULJLG�ERG\�
LV�D�FRQVWDQW���,Q�WKH�DQJXODU�FDVH��LI�WKH�PDVV�PRPHQW�
RI� LQHUWLD�� I�� LV� D� FRQVWDQW��(XOHU¶V� HTXDWLRQ� EHFRPHV�
M = I&��ZKHUH�&�LV�WKH�URWDWLQJ�ERG\¶V�DQJXODU�DFFHO�
HUDWLRQ��+RZHYHU��ZKHQ�RQH� LV�PHDVXULQJ� WKH� KXPDQ�
ERG\�� FKDQJHV� LQ� FRQ¿JXUDWLRQ�DUH�SRVVLEOH�� DQG� WKXV�
WKH�PRPHQW�RI�LQHUWLD�FDQ�FKDQJH��7KHUHIRUH��WKH�PRUH�
JHQHUDO� IRUP�RI�(XOHU¶V�HTXDWLRQ�GLFWDWLQJ�FKDQJHV� LQ�
DQJXODU�PRPHQWXP��UDWKHU�WKDQ�DFFHOHUDWLRQ��LV�XVHIXO��
HYHQ�WKRXJK�WKH�ERG\¶V�PDVV�GRHV�QRW�FKDQJH��1RWH�WKDW�
(XOHU¶V�IXOO�HTXDWLRQV�IRU���'�PRWLRQ�DUH�PRUH�FRPSOH[�
DQG�ZLOO�QRW�EH�GHDOW�ZLWK�KHUH��&RQVXOW�DQ�HQJLQHHULQJ�
PHFKDQLFV�WH[W�VXFK�DV�%HHU�DQG�FROOHDJXHV��������IRU�D�
FRPSOHWH�GHVFULSWLRQ�RI�WKH���'�FDVH�
�L LV� WKH� DFFHSWHG�6,� DEEUHYLDWLRQ� IRU� DQJXODU�PRPHQWXP��0DQ\�
WH[WERRNV�XVH�H.
�1RWH� WKDW� VFLHQWLVWV� LQ� WKH� DHURVSDFH� LQGXVWU\�PXVW� XVH�1HZWRQ¶V�
RULJLQDO� IRUPXOD�EHFDXVH�PXFK�RI�D�URFNHW¶V�PDVV� LV� WKH�IXHO�XVHG�
IRU�SURSXOVLRQ��WKHUHIRUH��WKH�PDVV�RI�WKH�URFNHW�FRQWLQXDOO\�FKDQJHV�

LINEAR IMPULSE AND 
MOMENTUM
1HZWRQ¶V�VHFRQG�ODZ��F = ma��FDQ�EH�DSSOLHG�LQVWDQWD�
QHRXVO\�RU�ZKHQ�DQ�DYHUDJH�IRUFH�LV�FRQVLGHUHG��:KHQ�
D�UHVHDUFKHU�ZDQWV�WR�NQRZ�WKH�LQÀXHQFH�RI�D�IRUFH�WKDW�
YDULHV� RYHU� LWV� GXUDWLRQ� RI� DSSOLFDWLRQ�� WKH� LPSXOVH�
PRPHQWXP�UHODWLRQVKLS�EHFRPHV�XVHIXO��7KLV�UHODWLRQ�
VKLS�LV�GLUHFWO\�GHULYDEOH�IURP�1HZWRQ¶V�VHFRQG�ODZ��DV�
QRWHG�SUHYLRXVO\��LW�ZDV�RULJLQDOO\�ZULWWHQ�DV�D�UHODWLRQ�
VKLS� EHWZHHQ� IRUFH� DQG�PRPHQWXP��$W� WKH� WLPH�� WKH�
WHUP�momentum ZDV�QRW�XVHG��1HZWRQ�UHIHUUHG�LQVWHDG�
WR�WKH�TXDQWLW\�RI�PRWLRQ��$�PDWKHPDWLFDO�GHULYDWLRQ�RI�
WKH� LPSXOVH�PRPHQWXP�UHODWLRQVKLS�IRU� IRUFHV�EHJLQV�
ZLWK�1HZWRQ¶V�ODZ�RI�DFFHOHUDWLRQ�

 
F = ma = m dv

dt  
�����

1H[W��UHDUUDQJH�WKH�HTXDWLRQ�E\�PXOWLSO\LQJ�ERWK�VLGHV�
E\�dt.

 F dt = m dv� �����
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 ŸFigure 4.6 (a) The force F acts through the body’s 
center of mass, which also is its axis of rotation. 
Therefore, the force causes only translation. (b) If F 
is applied so that it does not act through the axis of 
rotation, a moment of force, M, is created (M = Fd) and 
the body undergoes both linear and angular accelera-
tion. (c) A force couple consisting of parallel forces F 
and −F, separated by the moment arm d. The force 
couple causes angular acceleration only.

Alvaro Escobar
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)LQDOO\��LQWHJUDWLQJ�ERWK�VLGHV�RI�WKH�HTXDWLRQ�\LHOGV�WKH�
LPSXOVH�PRPHQWXP�UHODWLRQVKLS

 Fdt = mv� final
�mvinitial  �����

ZKHUH� WKH� OHIW�KDQG� VLGH� LV� WKH� OLQHDU� LPSXOVH� RI� WKH�
UHVXOWDQW� IRUFH��F�� DQG� WKH� ULJKW�KDQG� VLGH� UHSUHVHQWV�
WKH�FKDQJH�LQ�OLQHDU�PRPHQWXP�RI�PDVV��m��7KH�WHUPV�
mv¿QDO DQG�mv

initial
 DUH�WKH�¿QDO�DQG�LQLWLDO�OLQHDU�PRPHQWD�

RI�WKH�ERG\��UHVSHFWLYHO\��7KH�XQLWV�RI�OLQHDU�LPSXOVH�DUH�
QHZWRQ�VHFRQGV��1ÂV���ZKLFK�DUH�GLPHQVLRQDOO\�HTXLYD�
OHQW�WR�WKH�XQLWV�IRU�OLQHDU�PRPHQWXP��NJāP�V��

7KXV��WKH�OLQHDU�impulse�RI�D�IRUFH�LV�GH¿QHG�DV�WKH�
LQWHJUDO�RI�WKH�IRUFH�RYHU�LWV�SHULRG�RI�DSSOLFDWLRQ��DQG�
WKLV�LPSXOVH�FKDQJHV�WKH�ERG\¶V�PRPHQWXP��*UDSKLFDOO\��
OLQHDU�LPSXOVH�LV�WKH�DUHD�XQGHU�D�IRUFH�KLVWRU\��)LJXUH�
����LOOXVWUDWHV�WKDW�(a) LQFUHDVLQJ�WKH�amplitude�RI�WKH�
IRUFH��(b) LQFUHDVLQJ�WKH�GXUDWLRQ�RI�WKH�IRUFH��(c) LQFUHDV�
LQJ�ERWK�DPSOLWXGH�DQG�GXUDWLRQ��DQG�(d) LQFUHDVLQJ�WKH�
QXPEHU� RI� LPSXOVHV� �L�H��� WKH� IUHTXHQF\� RI� LPSXOVHV��
LQFUHDVH�WKH�LPSXOVH�RQ�D�ERG\�

Measured Forces, Linear 
Impulse, and Momentum
7KH� LPSXOVH�PRPHQWXP� UHODWLRQVKLS� FDQ�EH�XVHG� WR�
HYDOXDWH� WKH� HIIHFWLYHQHVV� RI� D� IRUFH� LQ� DOWHULQJ� WKH�
momentum� RU� YHORFLW\� RI� D� ERG\�� )RU� H[DPSOH�� D�
SHUVRQ�SHUIRUPLQJ�D� VWDUW� LQ� VSULQWLQJ� �/HPDLUH�DQG�
5REHUWVRQ�����E��RU�VZLPPLQJ��5REHUWVRQ�DQG�6WHZDUW�

������WULHV�WR�DSSO\�KRUL]RQWDO�UHDFWLRQ�IRUFHV�WR�LQLWLDWH�
KRUL]RQWDO�PRWLRQ�� DQG� VHQVRUV� FDSDEOH� RI� UHFRUGLQJ�
WKHVH�IRUFHV�FDQ�TXDQWLI\�WKH�HIIHFWLYHQHVV�RI�WKH�VWDUW��
)LJXUH�����VKRZV�WKH�KRUL]RQWDO�LPSXOVHV�RI�D�VWDUW�IURP�
LQVWUXPHQWHG�WUDFN�VWDUWLQJ�EORFNV��/HPDLUH�DQG�5RE�
HUWVRQ�����E���D�IRUFH�SODWIRUP�PRXQWHG�RQ�VZLPPHUV¶�
VWDUWLQJ�EORFNV� �5REHUWVRQ�DQG�6WHZDUW��������DQG�D�
IRUFH�SODWIRUP�LPEHGGHG�LQ�DQ�LFH�VXUIDFH��5R\��������
,QWHJUDWLQJ�WKH�DUHDV�VKRZQ�LQ�¿JXUH�����DQG�GLYLGLQJ�
E\�WKH�PDVV�RI�WKH�DWKOHWH�SHUPLW�XV�WR�GHWHUPLQH�WKH�
FKDQJH�LQ�WKH�DWKOHWH¶V�KRUL]RQWDO�YHORFLW\��,W�LV�DVVXPHG�
ZLWK�WKHVH�W\SHV�RI�VNLOOV�WKDW�WKH�LQLWLDO�YHORFLW\�LV�]HUR��
ZKLFK�LV�UHTXLUHG�IRU�WKHVH�VNLOOV��RWKHUZLVH��WKH�VWDUW�
LV�FRQVLGHUHG�false��IRU�ZKLFK�WKH�DWKOHWH�LV�SHQDOL]HG��
7KLV�UHTXLUHPHQW�LV�QRW�DSSOLFDEOH�WR�UHOD\�VWDUWV��ZKHUH�
WKH�DWKOHWH�LV�DOORZHG�WR�KDYH�D�running start��,Q�VXFK�
D�VLWXDWLRQ��WKH�UHVHDUFKHU�KDV�WR�PHDVXUH�WKH�DWKOHWH¶V�
YHORFLW\�EHIRUH�WKH�VWDUW�RI�IRUFH�DSSOLFDWLRQ��7KXV��IRU�
D�JLYHQ� LPSXOVH�� WKH�YHORFLW\�RI� WKH�SHUVRQ�DIWHU� WKH�
LPSXOVH�LV

 
vfinalx =

Fx dt
tinitial

t final

�
m

+ vinitialx  
�����

ZKHUH�m LV�WKH�SHUVRQ¶V�PDVV��vinitialx  LV�WKH�LQLWLDO�YHORFLW\�
�]HUR�LI�WKH�PRWLRQ�VWDUWV�IURP�UHVW���DQG�WKH�QXPHUDWRU�
LV�WKH�LPSXOVH�RI�WKH�KRUL]RQWDO�IRUFH²WKDW�LV��WKH�DUHD�
XQGHU�WKH�KRUL]RQWDO�UHDFWLRQ�IRUFH�KLVWRU\²IURP�WLPH�
t

initial
 WR�t¿QDO.
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 ŸFigure 4.7 Increasing impulses by (a) increasing amplitude of the force, (b) increasing the duration of the 
force, (c) increasing both the amplitude and duration, and (d) increasing the frequency or number of impulses. 
Note that the gray curve is identical in all frames.
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$�VLPLODU� DSSOLFDWLRQ� FRQFHUQV� UHVHDUFK�RQ�YHUWLFDO�
MXPSLQJ�RU�ODQGLQJ�IURP�D�MXPS��LQ�ZKLFK�YHUWLFDO�IRUFH�
SODWIRUP�VLJQDOV�DUH� LQWHJUDWHG�RYHU� WLPH� WR�REWDLQ� WKH�
FKDQJHV�LQ�WKH�MXPSHU¶V�YHUWLFDO�PRPHQWXP��,Q�WKH�FDVH�RI�
VWDQGLQJ�MXPSV��WKH�DWKOHWH¶V�LQLWLDO�YHORFLW\�LV�]HUR��WKHUH�
IRUH��WKH�WDNHRII�YHORFLW\�RI�WKH�MXPSHU�FDQ�EH�FRPSXWHG�
GLUHFWO\�IURP�WKH�IRUFH�SODWIRUP�VLJQDOV��L�H���WKH�FKDQJH�
LQ�YHORFLW\�LV�HTXLYDOHQW�WR�WKH�WDNHRII�YHORFLW\���7KHUH�LV�
D�VOLJKW�GLIIHUHQFH�LQ�WKH�HTXDWLRQ�IRU�WKH�YHUWLFDO�LPSXOVH�
EHFDXVH�JUDYLW\�PXVW�EH�H[FOXGHG�WR�REWDLQ�WKH�YHUWLFDO�
YHORFLW\��7KH�HTXDWLRQ�IRU�WKH�YHUWLFDO�YHORFLW\�LV�WKHUHIRUH

 vfinaly =

Fy �W( )dt
tinitial

t final

�
m

+ vinitialy  �����

ZKHUH�W LV� WKH�SHUVRQ¶V�ZHLJKW� LQ� QHZWRQV�� vinitialy  LV�
WKH� LQLWLDO� YHUWLFDO� YHORFLW\� �]HUR� LI� WKH�PRWLRQ� VWDUWV�
IURP�UHVW���DQG�F

y
 LV�WKH�YHUWLFDO�*5)��2I�FRXUVH��WKLV�

HTXDWLRQ�DSSOLHV�RQO\�LI�DOO�IRUFHV�DFW�DJDLQVW�WKH�IRUFH�
SODWIRUP��)RU�H[DPSOH��LI�RQH�RI�WKH�SHUVRQ¶V�IHHW�LV�RII�
WKH�SODWIRUP��WKH�YHUWLFDO�YHORFLW\�ZLOO�EH�XQGHUHVWLPDWHG��
6LPLODUO\�� LW� LV� DVVXPHG� WKDW� QR� RWKHU� ERG\� SDUW� DFWV�
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 ŸFigure 4.8 Horizontal (Fx ) and vertical (Fy ) impulses of a start from the front and back blocks of instrumented 
track starting blocks (a), from a force platform mounted on a swimmer’s starting platform (b), and from a force 
platform imbedded in an ice surface (c). Abscissa is time in seconds, and ordinate is force in newtons.
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DJDLQVW�WKH�JURXQG�RU�WKH�HQYLURQPHQW��,I�VR��DGGLWLRQDO�
IRUFH�PHDVXULQJ�LQVWUXPHQWV�PXVW�EH�XVHG�

2WKHU�DSSOLFDWLRQV�IRU�WKH�LPSXOVH�PRPHQWXP�UHOD�
WLRQVKLS� LQFOXGH� DFWLYLWLHV� VXFK� DV� URZLQJ�� FDQRHLQJ��
JROI��EDWWLQJ��DQG�F\FOLQJ�� LQ�ZKLFK�WKH�IRUFHV�DSSOLHG�
E\�WKH�KDQGV�RU�IHHW�FDQ�EH�PHDVXUHG�E\�IRUFH�VHQVLQJ�
HOHPHQWV�WR�TXDQWLI\�WKHLU�LPSXOVHV��$JDLQ��WKH�HIIHFWLYH�
QHVV�RI�WKH�IRUFH�FDQ�EH�GLUHFWO\�TXDQWL¿HG�E\�LQWHJUDWLQJ�
WKH� DSSOLHG� IRUFH� RYHU� WLPH��7KH� VLPSOHVW�PHWKRG� IRU�
FRPSXWLQJ�WKHVH�LQWHJUDOV�LV�WR�XVH�Riemann integra-
tion��:LWK�WKLV�PHWKRG��WKH�IRUFH�VLJQDOV�FROOHFWHG�IURP�
DQ�DQDORJ�WR�GLJLWDO��$�'��FRQYHUWHU�RI�D�FRPSXWHU�DUH�
DGGHG�DQG�WKHQ�WKH�VXP�LV�PXOWLSOLHG�E\�WKH�VDPSOLQJ�
LQWHUYDO�('t)��,I�WKH�VDPSOLQJ�UDWH�RI�WKH�IRUFH�VLJQDO�LV�
����+]��WKH�VDPSOLQJ�LQWHUYDO�LV������V��7KH�HTXDWLRQ�IRU�
D�5LHPDQQ�LQWHJUDO�LV

 Impulse = �t Fi
i = 1

n

�  �����

ZKHUH�F
i
 LV�WKH�VDPSOHG�IRUFHV�DQG�n LV�WKH�QXPEHU�RI�

IRUFH� VDPSOHV��$QRWKHU��PRUH� DFFXUDWH� LQWHJUDO� XVHV�
trapezoidal integration�

 Impulse = �t
F1 + Fn
2 + Fi

i = 2

n � 1

�
�

��
�

��
 �����

(VVHQWLDOO\��WKLV�LV�KDOI�WKH�VXP�RI�WKH�¿UVW�DQG�ODVW�
IRUFHV�SOXV�WKH�VXP�RI�WKH�UHPDLQLQJ�IRUFHV�WLPHV�WKH�
VDPSOLQJ�GXUDWLRQ��2WKHU��PRUH�VRSKLVWLFDWHG�LQWHJUDOV�
DUH�SRVVLEOH��VXFK�DV�Simpson’s rule integration��EXW�
ZLWK�D�VXI¿FLHQWO\�KLJK�VDPSOLQJ�UDWH�WKHUH�LV�OLWWOH�GLI�
IHUHQFH�LQ�WKH�UHVXOWLQJ�LQWHJUDOV��5HDGHUV�DUH�GLUHFWHG�
WR� FROOHJH� FDOFXOXV� RU� QXPHULFDO� DQDO\VLV� WH[WERRNV�
IRU�PRUH� LQIRUPDWLRQ�RQ� WKHVH� LQWHJUDWLRQ� WHFKQLTXHV��
$OVR� LPSRUWDQW� LQ� WKLV� SURFHVV� LV� WKH� VHOHFWLRQ� RI� DQ�
DSSURSULDWH�VDPSOLQJ�UDWH�DQG�VPRRWKLQJ�IXQFWLRQ�XVHG�
GXULQJ�GDWD�FROOHFWLRQ�DQG�UHGXFWLRQ��VHH�FKDSWHU����IRU�
GDWD�VPRRWKLQJ�IXQFWLRQV���7KH�VDPSOLQJ�UDWH�VKRXOG�EH�
VHOHFWHG�VR�WKDW�LW�LV�QHLWKHU�WRR�ORZ��LQ�ZKLFK�WKH�WUXH�
SHDNV�DQG�YDOOH\V�LQ�WKH�IRUFH�KLVWRU\�DUH�FOLSSHG��QRU�
WRR�KLJK��ZKLFK�LQFUHDVHV�HUURUV�GXH�WR�WKH�LQWHJUDWLRQ�
SURFHVV��$� VXLWDEOH� VDPSOLQJ� UDWH� IRU�PDQ\� MXPSLQJ�
DQG�VWDUWLQJ�VLWXDWLRQV�LV�����+]��$IWHU�FDOFXODWLQJ�WKH�
LPSXOVH��FRPSXWH�WKH�FKDQJH�LQ�YHORFLW\�E\�GLYLGLQJ�WKH�
LPSXOVH�E\�WKH�ERG\¶V�PDVV�

$�VOLJKWO\�GLIIHUHQW�DSSURDFK�FDQ�EH�XVHG�WR�REVHUYH�
WKH� LQVWDQWDQHRXV� FKDQJHV� LQ� YHORFLW\� UHVXOWLQJ� IURP�
IRUFH�DSSOLFDWLRQ��:H�EHJLQ�E\�FRQYHUWLQJ�WKH�*5)V�LQWR�
DFFHOHUDWLRQ�KLVWRULHV�E\�GLYLGLQJ�E\�WKH�SHUVRQ¶V�PDVV�DW�
HDFK�LQVWDQW�LQ�WLPH��7KH�YHUWLFDO�*5)�PXVW�EH�UHGXFHG�
E\�VXEWUDFWLQJ�WKH�SHUVRQ¶V�ZHLJKW�(W)�

 a
x
 = F

x
�m

 a
y
 = (F

y
 í�W)�m �����

1RWH�WKDW�W PXVW�EH�YHU\�DFFXUDWH��RWKHUZLVH��WKHUH�
ZLOO�EH�DQ�HYHU�LQFUHDVLQJ�HUURU�GXULQJ�WKH�LQWHJUDWLRQ�
SURFHVV��7KH�EHVW� VROXWLRQ� LV� WR� UHFRUG� D� EULHI� SHULRG�
LPPHGLDWHO\�EHIRUH�WKH�LPSXOVH�VWDUWV�IURP�ZKLFK�WKH�
SHUVRQ¶V�ZHLJKW� FDQ�EH�GHWHUPLQHG�� ,W� KDSSHQV� WKDW� D�
SHUVRQ¶V�ZHLJKW�DV�UHJLVWHUHG�E\�D�IRUFH�SODWIRUP�YDULHV�
VOLJKWO\�GHSHQGLQJ�RQ�ZKHUH�WKH�IHHW�DUH�SODFHG�

7KHVH�DFFHOHUDWLRQ�SDWWHUQV�KDYH�WKH�VDPH�VKDSH�DV�
WKH�IRUFH�SUR¿OHV�EHFDXVH�WKH\�KDYH�PHUHO\�EHHQ�VFDOHG�
E\�WKH�FRQVWDQW�PDVV��7KH�DFFHOHUDWLRQ�KLVWRULHV�DUH�WKHQ�
LQWHJUDWHG�WR�REWDLQ�WKH�YHORFLW\�KLVWRULHV�E\�LWHUDWLYHO\�
DGGLQJ�VXFFHVVLYH�FKDQJHV�LQ�YHORFLW\��7KH�YHORFLW\�KLV�
WRU\�LV�FRPSXWHG�E\�UHSHDWHGO\�DSSO\LQJ�WKLV�LQWHJUDWLRQ�
HTXDWLRQ�

 v
i
 = v

i±� + a
i
�'t� �����

ZKHUH�v
i
 LV�WKH�YHORFLW\�DW�WLPH�i, v

i±��LV�WKH�SUHYLRXV�WLPH�
LQWHUYDO¶V�YHORFLW\��a

i
 LV� WKH�DFFHOHUDWLRQ��DQG�'t LV� WKH�

VDPSOLQJ�WLPH�LQWHUYDO��7KH�¿UVW�LQLWLDO�YHORFLW\��FDOOHG�
D�FRQVWDQW�RI� LQWHJUDWLRQ� LQ�FDOFXOXV��PXVW�EH�NQRZQ��
,I� WKH�DFWLYLW\�VWDUWV�VWDWLFDOO\�� WKH�¿UVW� LQLWLDO�YHORFLW\�
LV� ]HUR�� LI� QRW�� WKHQ� WKH� UHVHDUFKHU�PXVW� FRPSXWH� RU�
PHDVXUH�WKH�LQLWLDO�YHORFLW\�ZLWK�DQRWKHU�V\VWHP��VXFK�
DV�YLGHRJUDSK\��,Q�D�VLPLODU�PDQQHU��WKH�VHFRQG�LQWHJUDO�
RI�IRUFH�WKHRUHWLFDOO\�FDQ�\LHOG�WKH�GLVSODFHPHQW�RI�WKH�
ERG\�� 7KH� LQWHJUDWLRQ� SURFHVV� LV� UHSHDWHG� XVLQJ� WKH�
FRPSXWHG�YHORFLW\�VLJQDO�WR�REWDLQ�WKH�GLVSODFHPHQW�KLV�
WRU\��ZKLFK�LQWURGXFHV�DQRWKHU�FRQVWDQW�UHSUHVHQWLQJ�WKH�
LQLWLDO�SRVLWLRQ�RI�WKH�SHUVRQ��)RU�VLPSOLFLW\��ZH�FDQ�VHW�
WKH�LQLWLDO�SRVLWLRQ�WR�]HUR�DQG�WKHQ�GHWHUPLQH�GLVSODFH�
PHQW�(s

i
) WKDW�RFFXUV�DIWHU�VWDUWLQJ�WKH�LQWHJUDWLRQ��7KDW�LV�� 

s
i
 = s

i±� + v
i
�'t���ZKHUH�v

i
 LV�WKH�YHORFLW\�FRPSXWHG�IURP�

WKH�SUHYLRXV�LWHUDWLRQ�RI�WKH�HTXDWLRQ�
1RWH� WKDW� WKLV� LQWHJUDWLRQ� SURFHVV� FDQ� EHFRPH�

XQVWDEOH�LI�LQVWUXPHQWDWLRQ�SUREOHPV�DULVH��,I�WKH�IRUFH�
VLJQDO�GULIWV��L�H���ORZ�IUHTXHQF\�FKDQJHV�LQ�WKH�EDVHOLQH��
DV�WKH�VXEMHFW�VWDQGV�PRWLRQOHVV�RQ�WKH�IRUFH�SODWH��WKH�
FRPSXWHG�GLVSODFHPHQW�VLJQDO�UDSLGO\�EHFRPHV�XQUHDO�
LVWLF��7KLV�GULIW�LV�D�FKDUDFWHULVWLF�RI�SLH]RHOHFWULF�IRUFH�
SODWHV��,W�LV�DGYLVDEOH��WKHUHIRUH��WR�FRQGXFW�WKLV�W\SH�RI�
PHDVXUHPHQW�E\�PLQLPL]LQJ� WKH� LQWHJUDWLRQ� WLPH�DQG�
FDOFXODWLQJ� ERG\�ZHLJKW� IURP� WKH� IRUFH� UHFRUGLQJ� DW�
WKH� LQVWDQW� LPPHGLDWHO\� EHIRUH� WKH� LQWHJUDWLRQ� VWDUWV��
ZKHQ� WKH�SHUVRQ� LV� VWDQGLQJ�PRWLRQOHVV��6PDOO� HUURUV�
LQ�ZHLJKW� GHWHUPLQDWLRQ� RFFXU�ZKHQ� D� SHUVRQ� VWDQGV�
RQ�D�IRUFH�SODWIRUP�LQ�UHVSRQVH�WR�H[DFW�IRRW�SODFHPHQW�
DQG�RWKHU�HQYLURQPHQWDO� IDFWRUV��7KHVH�VOLJKW� LQDFFX�
UDFLHV�LQ�WKH�VXEMHFW¶V�ZHLJKW�FDXVH�ODUJH�HUURUV�LQ�WKH�
GLVSODFHPHQW�UHFRUG�EHFDXVH�RI�WKH�GRXEOH�LQWHJUDWLRQ�
RI�WKH�IRUFH�VLJQDO��+DW]H��������7KLV�LV�WKH�LQYHUVH�RI�
WKH�VLWXDWLRQ�WKDW�RFFXUV�ZKHQ�RQH�GHULYHV�DFFHOHUDWLRQ�
IURP� GLVSODFHPHQW�� LQ�ZKLFK� VPDOO�� KLJK�IUHTXHQF\�
GLVSODFHPHQW�HUURUV�FUHDWH�ODUJH�DFFHOHUDWLRQ�HUURUV��VHH�
FKDSWHUV���DQG�����
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Segmental and Total Body 
Linear Momentum
:KHQ�ZH�DQDO\]H�KXPDQ�PRWLRQ��LW�LV�QRW�DOZD\V�SRVVLEOH�
WR�GLUHFWO\�PHDVXUH�H[WHUQDO�IRUFHV�WKDW�DFW�RQ�WKH�ERG\��
,QVWHDG��PRPHQWXP�FDQ�EH�FRPSXWHG� LQGLUHFWO\� IURP�
WKH�NLQHPDWLFV�RI�ERG\�PDUNHUV�DQG�FRPSXWHG�VHJPHQW�
FHQWHUV�RI�JUDYLW\��FKDSWHU�����2QFH�WKH�VHJPHQW�FHQWHUV�
DUH�NQRZQ��LW�LV�D�UHODWLYHO\�VLPSOH�PDWWHU�RI�PXOWLSO\LQJ�
WKH�YHORFLW\�YHFWRUV�E\�WKH�VHJPHQW�PDVVHV��VHH�FKDSWHU�
����7KDW�LV�

 p� = m v� or
px = mvx , py = mvy , pz = mvz

 ������

7RWDO�ERG\�PRPHQWXP�LV�DOVR�HDV\�WR�FRPSXWH�ZLWK�
WKH� QHFHVVDU\� LQSXW� GDWD�� EHFDXVH�PRPHQWD� FDQ� EH�
VXPPHG�YHFWRULDOO\��7KH�WRWDO�ERG\�OLQHDU�PRPHQWXP�
LV�WKHUHIRUH�WKH�VXP�RI�LWV�VHJPHQWDO�PRPHQWD��7KDW�LV�

 p�total = ms v
�
s

s = 1

S

�  ������

ZKHUH�m
s
 LV�WKH�VHJPHQW�PDVVHV��

�v  LV�WKH�YHORFLW\�YHF�
WRUV�RI�WKH�VHJPHQW�FHQWHUV��DQG�S LV�WKH�WRWDO�QXPEHU�RI�
VHJPHQWV��7KH�VFDODU�YHUVLRQV�DUH

 

ptotal x = msvsx
s = 1

S

�

ptotal y = msvsy
s = 1

S

�

ptotal z = msvsz
s = 1

S

�  

������

7KLV�PHDVXUHPHQW�LV�QRW�RIWHQ�XVHG�LQ�ELRPHFKDQLFV�
EHFDXVH�LW�UHTXLUHV�UHFRUGLQJ�WKH�NLQHPDWLFV�RI�DOO�WKH�
ERG\¶V�VHJPHQWV��ZKLFK�W\SLFDOO\�LV�GLI¿FXOW��HVSHFLDOO\�
LQ�WKUHH�GLPHQVLRQV��+RZHYHU��WKLV�WHFKQLTXH�KDV�EHHQ�
XVHG�IRU�WKH�VWXG\�RI�DLUERUQH�dynamics��VXFK�DV�ORQJ�
MXPSLQJ��5DPH\�����D������E���KLJK�MXPSLQJ��'DSHQD�
�������GLYLQJ��0LOOHU�������������0LOOHU�DQG�6SULJLQJV�
�������DQG�WUDPSROLQLQJ��<HDGRQ�����D������E���,Q�WKHVH�
VLWXDWLRQV�� FRQVHUYDWLRQ� RI� OLQHDU�PRPHQWXP�RFFXUV�
LQ� WKH� KRUL]RQWDO� GLUHFWLRQ� DQG�PRPHQWXP�GHFUHDVHV�
SUHGLFWDEO\�LQ�WKH�YHUWLFDO�GLUHFWLRQ�EHFDXVH�RI�JUDYLW\�

ANGULAR IMPULSE  
AND MOMENTUM
Angular impulse� DQG�angular momentum� DUH� WKH�
URWDWLRQDO� HTXLYDOHQWV� RI� OLQHDU� LPSXOVH� DQG� OLQHDU�
PRPHQWXP��7KH\�DUH�GHULYHG�IURP�(XOHU¶V�HTXDWLRQ�(M 
= I&) LQ�D�IDVKLRQ�VLPLODU�WR�WKH�OLQHDU�F = ma��5HFDOO�
WKDW�(XOHU�H[SUHVVHG�KLV�HTXDWLRQ�DV�M = dL/dt��ZKHUH�

dL/dt LV�WKH�WLPH�GHULYDWLYH�RI�DQJXODU�PRPHQWXP�(L = 
I%)��5HDUUDQJLQJ�(XOHU¶V�HTXDWLRQ�UHVXOWV�LQ�M't = 'I%. 
*LYHQ�D�UHVXOWDQW�PRPHQW�RI�IRUFH��M

R
��DFWLQJ�RQ�D�ERG\��

LQWHJUDWLQJ�RYHU�WLPH�\LHOGV�WKH�DQJXODU�LPSXOVH�DSSOLHG�
WR�WKH�ERG\��7KDW�LV�

 Angular Impulse = MR dt
tinitial

t final

�  ������

ZKHUH�t
initial

 DQG�t¿QDO GH¿QH�WKH�GXUDWLRQ�RI�WKH�LPSXOVH�LQ�
VHFRQGV��*LYHQ�WKDW�WKH�DQJXODU�PRPHQWXP�RI�D�V\VWHP�
RI�ULJLG�VHJPHQWV�LV�L��WKH�DQJXODU�LPSXOVH�PRPHQWXP�
UHODWLRQVKLS�FDQ�EH�ZULWWHQ

 L¿QDO = L
initial

 ��$QJXODU�,PSXOVH� ������

7KDW�LV��WKH�DQJXODU�PRPHQWXP�RI�WKH�V\VWHP�DIWHU�DQ�
DQJXODU�LPSXOVH�LV�HTXDO�WR�WKH�DQJXODU�PRPHQWXP�RI�
WKH�V\VWHP�EHIRUH�WKH�LPSXOVH�SOXV�WKH�DQJXODU�LPSXOVH��
1RWH�WKDW�WKH�V\VWHP¶V�PRPHQW�RI�LQHUWLD�PD\�KDYH�D�GLI�
IHUHQW�YDOXH�EHIRUH�DQG�DIWHU�WKH�GXUDWLRQ�RI�WKH�LPSXOVH��
GHSHQGLQJ� XSRQ� VHJPHQWDO� FRQ¿JXUDWLRQ��8QOLNH� WKH�
FRQVWDQW�PDVV�DVVXPSWLRQ�RI�OLQHDU�PRWLRQ��WKH�URWDWLRQDO�
PRPHQW�RI�LQHUWLD�FDQ�EH�TXLWH�GLIIHUHQW�IURP�RQH�LQVWDQW�
WR�DQRWKHU��)RU�H[DPSOH��D�GLYHU�RU�J\PQDVW�LQ�WKH�OD\RXW�
SRVLWLRQ�FDQ�KDYH�D�WHQIROG�JUHDWHU�PRPHQW�RI�LQHUWLD�WKDQ�
ZKHQ�LQ�WKH�WXFN�SRVLWLRQ��7KXV��WKH�HIIHFWV�RI�DQ�DQJXODU�
LPSXOVH�YDU\�ZLWK�FKDQJHV�LQ�WKH�ERG\¶V�PRPHQW�RI�LQHU�
WLD��7KLV�IDFWRU�LV�WDNHQ�LQWR�FRQVLGHUDWLRQ�E\�VHJPHQWLQJ�
WKH�ERG\�LQWR�D�OLQNHG�V\VWHP�RI�ULJLG�ERGLHV�DQG�FRP�
SXWLQJ�HDFK�VHJPHQW¶V�FRQWULEXWLRQ�WR�WKH�WRWDO�ERG\¶V�
DQJXODU�PRPHQWXP��(DFK�VHJPHQW�FRQWULEXWHV�WZR�WHUPV�
WR�WKH�DQJXODU�PRPHQWXP�RI�WKH�ZKROH�ERG\��RQH�WHUP�
VRPHWLPHV� FDOOHG� WKH� local angular momentum� DQG�
DQRWKHU�FDOOHG� WKH�moment of momentum�RU�remote 
angular momentum��7KH�¿UVW�WHUP�GHVFULEHV�URWDWLRQ�
RI�WKH�VHJPHQW�DERXW�LWV�RZQ�FHQWHU�RI�JUDYLW\��ZKHUHDV�
WKH�VHFRQG��WKH�PRPHQW�RI�PRPHQWXP��FRUUHVSRQGV�WR�
WKH�DQJXODU�PRPHQWXP�FUHDWHG�E\�WKH�VHJPHQW¶V�FHQWHU�
RI�JUDYLW\�URWDWLQJ�DERXW�WKH�WRWDO�ERG\¶V�FHQWHU�RI�JUDY�
LW\��7KHVH�WHUPV�DUH�GH¿QHG�QH[W�

Segmental Angular 
Momentum
:KHUHDV�WKH�OLQHDU�PRPHQWXP�RI�D�VHJPHQW�LV�WKH�SURG�
XFW�RI�LWV�PDVV�DQG�OLQHDU�YHORFLW\��WKH�DQJXODU�PRPHQWXP�
RI�D�VHJPHQW�(L

s
)�URWDWLQJ�DERXW�LWV�FHQWHU�RI�JUDYLW\�LV�WKH�

SURGXFW�RI�LWV�PRPHQW�RI�LQHUWLD�DQG�LWV�DQJXODU�YHORFLW\�

 L
s
 = I

s
%

s
 ������

ZKHUH�I
s
 LV�WKH�PRPHQW�RI�LQHUWLD��LQ�NJāP���RI�WKH�VHJ�

PHQW�DERXW� LWV�FHQWHU�RI�JUDYLW\�DQG�%V� LV� WKH�DQJXODU�
YHORFLW\�RI�WKH�VHJPHQW��LQ�UDG�V���2I�FRXUVH��VHJPHQWV�
UDUHO\�URWDWH�VROHO\�DERXW�WKHLU�RZQ�FHQWHU�RI�JUDYLW\��7R�
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GHWHUPLQH�WKH�DQJXODU�PRPHQWXP�RI�D�VHJPHQW�DERXW�
DQRWKHU�D[LV��H�J���WKH�WRWDO�ERG\�FHQWHU�RI�JUDYLW\�RU�WKH�
SUR[LPDO�HQG�RI�WKH�VHJPHQW���WKH�PRPHQW�RI�PRPHQWXP�
(L

mofm 
)�LV�QHHGHG��7KLV�WHUP��EDVHG�RQ�WKH�SDUDOOHO�D[LV�

WKHRUHP��LV�GH¿QHG�DV

 Lmofm = r�s � ms v
�
s

�
��

�
	�z
= ms rxvy � ryvx( ) � ������

ZKHUH�(r
x
, r

y 
) LV�WKH�SRVLWLRQ�YHFWRU�WKDW�JRHV�IURP�WKH�D[LV�

RI�URWDWLRQ�WR�WKH�VHJPHQW¶V�FHQWHU�RI�JUDYLW\��m
s
 LV�WKH�

VHJPHQW¶V�PDVV��DQG�(v
x
, v

y 
) LV�WKH�OLQHDU�YHORFLW\�YHFWRU�

RI�WKH�VHJPHQW��1RWH�WKDW�WKH�V\PERO�!�PHDQV�WKDW�WKH�
WZR�YHFWRUV�DUH�PXOWLSOLHG�DV�D�FURVV�RU�YHFWRU�SURGXFW�
DQG�WKDW�WKH�V\PEROV�[ �rs  ! m

s

�vs ]
z
�PHDQ�WKDW�RQO\�WKH�

VFDODU�FRPSRQHQW�DERXW�WKH�Z�D[LV�LV�WR�EH�FRQVLGHUHG�

Total Body Angular 
Momentum
7R�REWDLQ�WKH�DQJXODU�PRPHQWXP�RI�D�ZKROH�ERG\��VHY�
HUDO�GLIIHUHQW�DSSURDFKHV�PD\�EH�WDNHQ��,I�WKH�ERG\�LV�
PDGH�XS�RI�D�VHULHV�RI�LQWHUFRQQHFWHG�VHJPHQWV��DV�LV�WKH�
KXPDQ�ERG\���WKHQ�WKH�WRWDO�ERG\�DQJXODU�PRPHQWXP�LV�
WKH�VXP�RI�DOO�WKH�VHJPHQW�DQJXODU�PRPHQWD�SOXV�WKHLU�
DVVRFLDWHG�PRPHQWV� RI�PRPHQWXP�� )RU� H[DPSOH�� WR�
FDOFXODWH�WKH�WRWDO�ERG\�DQJXODU�PRPHQWXP�(L

total
) DERXW�

WKH�WRWDO�ERG\�FHQWHU�RI�JUDYLW\�IRU�SODQDU�DQDO\VHV��WKLV�
HTXDWLRQ�DSSOLHV�

 Ltotal = Is �+ r�s � ms v
�
s

�
��

�
	� zs = 1

S

�
s = 1

S

�  ������

ZKHUH�
�rs �UHSUHVHQWV�WKH�SRVLWLRQ�YHFWRU�FRQQHFWLQJ�WKH�

WRWDO�ERG\�FHQWHU�RI�JUDYLW\�WR�WKH�FHQWHU�RI�JUDYLW\�RI�WKH�
VHJPHQW��WKDW�LV��(x

s
�í�[

total
, y

s
�í�\

total
); 
�vs �LV�WKH�YHORFLW\�

RI�WKH�VHJPHQW¶V�FHQWHU��DQG�S UHSUHVHQWV�WKH�QXPEHU�RI�
ERG\�VHJPHQWV�

)RU�PRVW�KXPDQ�PRYHPHQWV��PRPHQW�RI�PRPHQWXP�
WHUPV� DUH� ODUJHU� WKDQ� WKH� ORFDO� DQJXODU�PRPHQWXP�
WHUPV�EHFDXVH�D�VHJPHQW¶V�PRPHQW�RI�LQHUWLD�LV�XVXDOO\�
OHVV�WKDQ����LQ�NJāP���ZKHUHDV�WKH�PDVV�RI�D�VHJPHQW�LV�
JUHDWHU� WKDQ��� �LQ�NJ���)XUWKHUPRUH�� WKH�SRVLWLRQ�YHF�
WRUV�IRU�WKH�OHDVW�PDVVLYH�VHJPHQWV�FDQ�EH�TXLWH�ODUJH��
DQG�FRQVHTXHQWO\�WKHLU�FURVV�SURGXFWV�ZLWK�YHORFLW\�DUH�
UHODWLYHO\�ODUJH�FRPSDUHG�ZLWK�WKH�VHJPHQW¶V�URWDWLRQDO� 
YHORFLW\�

Angular Impulse
$Q� DOWHUQDWLYH�ZD\� RI� GHWHUPLQLQJ� WRWDO� ERG\� DQJX�
ODU�PRPHQWXP�PDNHV� XVH� RI� WKH� H[WHUQDO� IRUFHV� DQG�
PRPHQWV�RI�IRUFH�DFWLQJ�RQ�WKH�ERG\�DQG�WKH�DQJXODU�
LPSXOVHV�WKH\�SURGXFH��)LJXUH�����VKRZV�IRXU�H[DPSOHV�
RI� H[WHUQDO� IRUFHV� WKDW� SURGXFH� DQJXODU� LPSXOVHV� DQG�
FRQVHTXHQWO\�DIIHFW�WKH�DQJXODU�PRPHQWXP�RI�WKH�ERGLHV��
1RWLFH�WKDW�LQ�DOO�FDVHV�WKH�OLQHV�RI�DFWLRQ�RI�WKH�H[WHUQDO�
IRUFHV�GR�QRW�SDVV�WKURXJK�WKH�ERGLHV¶�FHQWHUV�RI�JUDYLW\��
7R�GHWHUPLQH�KRZ�PXFK�DQJXODU�LPSXOVH�LV�SURGXFHG��
RQH�PXVW�PHDVXUH�WKH�IRUFHV�RYHU�WLPH�DQG��VLPXOWDQH�
RXVO\��UHFRUG�WKH�ERG\¶V�FHQWHU�RI�JUDYLW\�WUDMHFWRU\��,Q�
DGGLWLRQ�� DOO� RWKHU� H[WHUQDO� IRUFHV�PXVW� EH� TXDQWL¿HG�
WR�GHWHUPLQH�WKHLU�PDJQLWXGH��GLUHFWLRQ��DQG�SRLQWV�RI�
DSSOLFDWLRQ�RQ� WKH� ERG\��7KH�RQO\� H[WHUQDO� IRUFH� WKDW�

Lmofm = r�s � ms v
�
s

�
��

�
	�z
= ms rxvy � ryvx( )

E5144/Robertson/Fig4.9/414898,415109,415110,415111/alw/r1-pulled 
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 ŸFigure 4.9 Examples of forces that cause angular impulses and angular momenta. Curved lines show the 
direction of the applied angular impulse. Example a is a diver, b is a long jumper at takeoff, c is a gymnast, and 
d is someone tripping while walking.
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GRHV�QRW�QHHG�WR�EH�PHDVXUHG�LV�JUDYLW\��EHFDXVH�LW�LV�D�
central force�WKDW�SDVVHV�WKURXJK�WKH�ERG\¶V�FHQWHU�RI�
JUDYLW\�DQG�WKHUHIRUH�FDXVHV�QR�URWDWLRQDO�PRPHQWXP�

5HFDOO�WKDW�DQJXODU�LPSXOVH�LV�WKH�WLPH�LQWHJUDO�RI�WKH�
UHVXOWDQW�PRPHQW�RI�IRUFH�RU�HFFHQWULF�IRUFH�DFWLQJ�RQ�
WKH�ERG\��¿JXUH��������ZKHUHDV�DQJXODU�PRPHQWXP�LV�
WKH�TXDQWLW\�RI�URWDWLRQDO�PRWLRQ�RI�WKH�ERG\��,Q�PDWK�
HPDWLFDO�IRUP�

 Angular Impulse = MR dt
ti

t f

�  ������

RU��LI�WKH�PRPHQW�RI�IRUFH��M
R
��LV�FRQVWDQW��WKHQ

� $QJXODU�,PSXOVH� �M
R
't ������

ZKHUH�'t LV�WKH�GXUDWLRQ�RI�WKH�LPSXOVH�

$OWHUQDWLYHO\��LI�WKHUH�LV�D�VLQJOH�H[WHUQDO�IRUFH�DFWLQJ�
RQ� WKH�ERG\� �¿JXUH�������� WKH�DQJXODU� LPSXOVH�FDQ�EH�
TXDQWL¿HG�

 Angular Impulse = � r� � F
��

�
�
� dt  ������

ZKHUH�
�
F �LV�WKH�DSSOLHG�IRUFH�DQG� �r  LV�WKH�SRVLWLRQ�YHFWRU�

IURP�WKH�WRWDO�ERG\�FHQWHU�RI�JUDYLW\�WR�WKH�IRUFH¶V�SRLQW�
RI�DSSOLFDWLRQ�

1RWH�WKDW�
�r  ! 

�
F � LV�WKH�FURVV�SURGXFW�RI�WKH�IRUFH�

DQG�SRVLWLRQ�YHFWRUV��,Q�WZR�GLPHQVLRQV��WKH�PDJQLWXGH�
RI�WKLV�SURGXFW�LV�r

x
F

y
�í�U

y
F

x
 �VHH�DSSHQGL[�'�IRU�YHFWRU�

SURGXFWV�LQ�WKUHH�GLPHQVLRQV���,I�WKH�DSSOLHG�IRUFH�LV�D�
FHQWUDO�IRUFH�VXFK�DV�JUDYLW\��LW�FDXVHV�QR�DQJXODU�LPSXOVH�
DQG�WKHUHIRUH�FDXVHV�QR�FKDQJH�LQ�WKH�DQJXODU�PRPHQWXP�
RI�WKH�ERG\��7KLV�LPSRUWDQW�SULQFLSOH��FDOOHG�WKH�law of 
conservation of angular momentum��DSSOLHV�ZKHQ�WKH�
ERG\�LV�DLUERUQH�DQG�WKH�RQO\�H[WHUQDO�IRUFH�LV�JUDYLW\�
�L�H���LJQRULQJ�DLU�UHVLVWDQFH��

2WKHU�VLWXDWLRQV�DOVR�IROORZ�WKLV�ODZ�LI�DQ\�URWDWLRQDO�
IULFWLRQ�FDQ�EH�QHJOHFWHG��VXFK�DV�VWDQGLQJ�RQ�D�IULFWLRQ�
OHVV�WXUQWDEOH�RU�VSLQQLQJ�RQ�DQ�LF\�VXUIDFH��7KXV��WKH�
SHUVRQ�LV�DVVXPHG�WR�VSLQ�ZLWK�FRQVWDQW�DQJXODU�PRPHQ�
WXP�EXW�QRW�QHFHVVDULO\�FRQVWDQW�DQJXODU�YHORFLW\��7KH�
SHUVRQ¶V�VSLQ�UDWH��DQJXODU�YHORFLW\��PD\�EH�LQFUHDVHG�
RU�GHFUHDVHG��UHVSHFWLYHO\��E\�GHFUHDVLQJ�RU�LQFUHDVLQJ�
WKH�WRWDO�ERG\¶V�PRPHQW�RI�LQHUWLD�WKURXJK�PRYHPHQWV�
RI�ERG\�VHJPHQWV��7KH�ODZ�RI�FRQVHUYDWLRQ�RI�DQJXODU�
PRPHQWXP� VD\V� WKDW� WKH� WRWDO� ERG\� DQJXODU�PRPHQ�
WXP�(L

total
) VWD\V�FRQVWDQW�DERXW�DQ\�D[LV�ZKHQHYHU�WKH�

DSSOLHG�PRPHQWV�DUH�]HUR�DQG� WKH� UHVXOWDQW� IRUFH� LV�D�
FHQWUDO�IRUFH�

 L
total

 = &RQVWDQW� ������E5144/Robertson/Fig4.10/414899/alw/r1-pulled 
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 ŸFigure 4.10 Angular impulse is defined as the 
area under the moment of force versus time curve.
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 ŸFigure 4.11 Eccentric forces are capable of producing angular impulses.
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7KH�PDMRULW\�RI�UHVHDUFKHUV�ZKR�KDYH�DWWHPSWHG�WR�
TXDQWLI\�DQJXODU�PRPHQWXP�KDYH�EHHQ�FRQFHUQHG�ZLWK�
WKH� VWXG\� RI� DWKOHWLF� DLUERUQH�PRWLRQV�� IRU� H[DPSOH��
GLYLQJ��0LOOHU�������������0XUWDXJK�DQG�0LOOHU��������
¿JXUH�VNDWLQJ��$OEHUW�DQG�0LOOHU��������ORQJ�MXPSLQJ�
�/HPDLUH�DQG�5REHUWVRQ�����D��5DPH\�����D������E��
�������J\PQDVWLFV��*HUYDLV�DQG�7DOO\�������.ZRQ��������
DQG�WUDPSROLQLQJ��<HDGRQ�����D������E��

MEASUREMENT OF FORCE
7KHUH�DUH�PDQ\�WRROV�DYDLODEOH�WR�WKH�ELRPHFKDQLVW�IRU�
WKH�PHDVXUHPHQW�RI�IRUFH�DQG�PRPHQW�RI�IRUFH��$OWKRXJK�
DOO�RI�WKHVH�WRROV�FDQ�EH�FDOOHG�WUDQVGXFHUV��ZH�VHSDUDWH�
WKHP�LQWR�IRUFH�SODWIRUPV��SUHVVXUH�GLVWULEXWLRQ�VHQVRUV��
LQWHUQDOO\�DSSOLHG�IRUFH�VHQVRUV��DQG�LVRNLQHWLF�GHYLFHV�

Force Transducers
0XFK�RI�RXU�GLVFXVVLRQ�KDV�GHDOW�ZLWK�WKH�HIIHFWV�FDXVHG�
E\� IRUFHV� DSSOLHG� WR� D� SDUWLFOH� RU� ULJLG� ERG\�� ,Q� IDFW��
PRGHOLQJ�DQ\�REMHFW�RU�ERG\�VHJPHQW�DV�³ULJLG´�LQ�WKH�
SUHVHQFH�RI�DQ�DSSOLHG�IRUFH�LV�RQO\�DQ�DSSUR[LPDWLRQ�RI�
UHDOLW\��%HFDXVH�DOO�REMHFWV�GHIRUP�WR�D�FHUWDLQ�H[WHQW��
RXU�GH¿QLWLRQ�RI�D�ULJLG�ERG\��DOO�SDUWLFOHV�KDYLQJ�¿[HG�
SRVLWLRQV�UHODWLYH�WR�HDFK�RWKHU��LV�QRW�VWULFWO\�FRUUHFW��,Q�
PDQ\�FDVHV��WKH�GHIRUPDWLRQ�DQG�HUURUV�DVVRFLDWHG�ZLWK�
³QRQULJLGLW\´�DUH�VPDOO��)XUWKHUPRUH��WKLV�GHIRUPDWLRQ�
FDQ�EH�XVHIXO�WR�ELRPHFKDQLVWV�EHFDXVH�LW�DOORZV�WKHP�
WR�PHDVXUH�WKH�DSSOLHG�IRUFHV�XVLQJ�IRUFH�transducers.

6HQVLQJ�HOHPHQWV�RI�GLIIHUHQW�W\SHV�FDQ�EH�DGKHUHG�
WR�RU�EXLOW�LQWR�GHIRUPDEOH�PDWHULDOV��:KHQ�D�IRUFH�LV�
DSSOLHG�� WKH� VHQVLQJ�HOHPHQWV� UHJLVWHU� WKH�DPRXQW� WKH�

PDWHULDO�GHIRUPV��7\SLFDOO\��WKH�VHQVLQJ�HOHPHQWV�KDYH�
HOHFWULFDO�SURSHUWLHV�DQG�FRQVWLWXWH�SDUW�RI�DQ�HOHFWURQLF�
FLUFXLW�� )RU� H[DPSOH�� resistive RU�piezoresistive HOH�
PHQWV�FDQ�VHUYH�DV�UHVLVWRUV�ZLWKLQ�D�FLUFXLW�VXFK�DV�D�
:KHDWVWRQH�EULGJH��'HIRUPDWLRQ�FDXVHV�VWUXFWXUDO�DQG�
JHRPHWULF�FKDQJHV�LQ�UHVLVWRUV�WKDW�DOWHU�WKHLU�HOHFWULFDO�
UHVLVWDQFH��H�J���D�WKLQ�SLHFH�RI�PHWDO�EHFRPHV�WKLQQHU�
ZKHQ�VWUHWFKHG��DOWHULQJ�LWV�DELOLW\�WR�WUDQVPLW�HOHFWULF�
FKDUJH��� 7KLV� FKDQJH� LQ� UHVLVWDQFH� DOWHUV� WKH� YROWDJH�
GHFUHDVH�LQ�DQ�DSSURSULDWH�HOHFWURQLF�FLUFXLW��3LH]RUHVLV�
WLYH�HOHPHQWV�DUH�EDVHG�RQ�VHPLFRQGXFWRU�PDWHULDOV�VXFK�
DV�VLOLFRQ�DQG�DUH�PRUH�VHQVLWLYH�WKDQ�RUGLQDU\�UHVLVWLYH�
PDWHULDOV��%HFDXVH�IRUFH��GHIRUPDWLRQ��UHVLVWDQFH��DQG�
YROWDJH�DUH�GLUHFWO\�UHODWHG��NQRZOHGJH�RI�WKHVH�UHODWLRQ�
VKLSV�DOORZV�RQH�WR�FDOFXODWH�WKH�IRUFH�DSSOLHG�E\�PHDVXU�
LQJ�WKH�YROWDJH�FKDQJH�LQ�VXFK�D�FLUFXLW��$�GLIIHUHQW�W\SH�
RI�VHQVLQJ�HOHPHQW�LV�PDGH�IURP�piezoelectric�FU\VWDO��
D� QDWXUDOO\� RFFXUULQJ�PLQHUDO� WKDW� SURGXFHV� HOHFWULF�
FKDUJH� LQ� UHVSRQVH� WR� GHIRUPDWLRQ� IURP� DQ� DSSOLHG�
IRUFH��7KH�SLH]RHOHFWULF�FU\VWDOV�PXVW�EH�FRQQHFWHG�WR�
D�FKDUJH�DPSOL¿HU��DQG�WKH�DVVRFLDWHG�HOHFWURQLF�FLUFXLW�
LV�PXFK�GLIIHUHQW�IURP�WKDW� LQ� WKH�SLH]RUHVLVWLYH�FDVH��
+RZHYHU�� WKH� FRQFHSW� LV� WKH� VDPH��$Q� DSSOLHG� IRUFH�
FDXVHV�GHIRUPDWLRQ�WKDW�OHDGV�WR�D�PHDVXUDEOH�HOHFWULFDO�
UHVSRQVH��DQG�WKH�PDJQLWXGH�RI�WKH�HOHFWULFDO�UHVSRQVH�
LV�GLUHFWO\�UHODWHG�WR�WKH�PDJQLWXGH�RI�WKH�IRUFH��5HDG�
HUV�DUH�GLUHFWHG�WR�DSSHQGL[�&�IRU�PRUH�LQIRUPDWLRQ�RQ�
HOHFWURQLF�FLUFXLWV�

7KH�TXDOLW\�RI�D�IRUFH�WUDQVGXFHU�GHSHQGV�RQ�WKH�UHOD�
WLRQVKLSV�EHWZHHQ�WKH�DSSOLHG�IRUFH��WKH�GHIRUPDWLRQ��WKH�
HOHFWULFDO�FKDUDFWHULVWLFV�RI�WKH�VHQVLQJ�HOHPHQW��DQG�WKH�
PHDVXUHG�HOHFWULFDO�RXWSXW��,I�ZH�LJQRUH�WKH�XQGHUO\LQJ�
HOHFWULFDO�GHWDLOV��WKH�UHODWLRQVKLS�WKDW�LV�RI�LQWHUHVW�LV�WKH�
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7KLV� SURMHFW� TXDQWL¿HG� WKH� VHJPHQWDO� DQG� WRWDO� ERG\�
DQJXODU�PRPHQWD�IRU�IRXU�DLUERUQH�SKDVHV�RI�WKH�WULSOH�
MXPS²WKH� ODVW� VWULGH�� WKH�KRS�� WKH�VWHS��DQG� WKH� MXPS��
(OLWH�OHYHO�WULSOH�MXPSHUV��n� �����ZHUH�YLGHRWDSHG�GXULQJ�
D�FRPSHWLWLRQ��DQG�RQO\�WKHLU�ORQJHVW�HIIRUW�ZDV�DQDO\]HG��
7KUHH�GLPHQVLRQDO�FRRUGLQDWHV�RI�WKH�VHJPHQWV�DQG�VHJ�
PHQWDO�DQG�WRWDO�ERG\�DQJXODU�PRPHQWD�ZHUH�FRPSXWHG�
IRU�WKH�DLUERUQH�SRUWLRQV�RI�WKH�IRXU�SKDVHV��7KH�DYHUDJH�
YDOXHV�RI�WKH�DQJXODU�PRPHQWXP�IRU�HDFK�SKDVH�DQG�HDFK�
D[LV�RI�URWDWLRQ�ZHUH�WKHQ�QRUPDOL]HG�E\�PDVV�DQG�KHLJKW�
VTXDUHG�DQG�FRUUHODWHG�WR�DFWXDO�MXPS�SHUIRUPDQFH�

7KH�DXWKRUV� IRXQG� WKDW� WKHUH�ZDV�D�VWDWLVWLFDOO\�VLJ�
QL¿FDQW�QRQOLQHDU�FRUUHODWLRQ�EHWZHHQ�WKH�PHGLRODWHUDO�

DQJXODU�PRPHQWXP�RI�WKH�VXSSRUW�SKDVH�RI�WKH�VWHS�DQG�
WKH�MXPS�GLVWDQFH�DFKLHYHG��r  ��������7KH\�FRQFOXGHG�WKDW�
WR�DFKLHYH�WKH�UHTXLUHG�DQJXODU�PRPHQWXP�DW�WKH�VWHS��
PRPHQWXP�PXVW�EH�REWDLQHG�GXULQJ�WKH�VXSSRUW�SKDVH�RI�
WKH�KRS��)XUWKHUPRUH��WKH�VWHS�SKDVH�VKRXOG�PLQLPDOO\�
FKDQJH�WKH�DQJXODU�PRPHQWXP�FUHDWHG�E\�WKH�KRS�

7KLV�ZDV�WKH�¿UVW�SDSHU�WR�UHSRUW�WKH�DQJXODU�PRPHQWD�
LQ���'�IRU�VXFK�D�FRPSOLFDWHG�PRWLRQ�DV�WKH�WULSOH�MXPS��
1RW�RQO\�ZDV� LW�D�EUHDNWKURXJK�IRU�TXDQWLI\LQJ�VXFK�D�
G\QDPLF�PRWLRQ��EXW�LW�ZDV�GRQH�RQ�IRXU�GLIIHUHQW�VNLOOV�
�WKH� UXQ�� WKH� KRS�� WKH� VWHS�� DQG� WKH� MXPS�� SHUIRUPHG�
E\�HOLWH�DWKOHWHV�LQ�D�KLJKO\�FRPSHWLWLYH�VLWXDWLRQ��8�6��
2O\PSLF�WULDOV��
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RQH�EHWZHHQ�WKH�DSSOLHG�IRUFH�LQSXW�DQG�WKH�UHJLVWHUHG�
YROWDJH� RXWSXW� �¿JXUH� �������7KH� UHVSRQVHV� VKRZQ� LQ�
¿JXUH������DUH�GHULYHG� IURP�VWDWLF�PHDVXUHPHQWV�� IRU�
ZKLFK�D�FRQVWDQW�IRUFH�LV�DSSOLHG�WR�D�WUDQVGXFHU�DQG�WKH�
UHVXOWLQJ��DQG��ZH�KRSH��FRQVWDQW��YROWDJH�LV�UHJLVWHUHG��
(DFK�GDWD�SRLQW�UHSUHVHQWV�D�JLYHQ�IRUFH�OHYHO�DQG�WKH�
YROWDJH�UHVSRQVH��:KHQ�WKH�PDJQLWXGH�RI�WKH�FRQVWDQW�
DSSOLHG� IRUFH� LV� FKDQJHG�� YROWDJH� UHVSRQVHV� DFURVV� D�
UDQJH�RI�IRUFHV�DUH�UHFRUGHG��,I� WKH�UHVXOWLQJ�UHODWLRQ�
VKLS�LV�OLQHDU��¿JXUH�����a)��WKH�VORSH�RI�WKH�UHODWLRQVKLS�
('F/'V)�UHSUHVHQWV�D�FDOLEUDWLRQ�FRHI¿FLHQW��FDOOHG�WKH�
sensitivity��ZKLFK�FDQ�EH�XVHG�WR�FRQYHUW�IURP�PHDVXUHG�
YROWDJH�LQWR�IRUFH�LQ�QHZWRQV��H�J�������YROWV�>9@�î����1�9�
 �������1���Linearity�LV�GHWHUPLQHG�E\�FRPSXWLQJ�WKH�
3HDUVRQ�SURGXFW�PRPHQW�FRUUHODWLRQ�FRHI¿FLHQW��FDOOHG�
VLPSO\�WKH�FRUUHODWLRQ�FRHI¿FLHQW��r���$�VXI¿FLHQWO\�KLJK�
r�YDOXH�LPSOLHV�D�OLQHDU�UHODWLRQVKLS�EHWZHHQ�WKH�DFWXDO�
IRUFH�DQG�WKH�PHDVXUHG�YROWDJH��,I�WKH�UHODWLRQVKLS�LV�QRQ�
OLQHDU��¿JXUH�����b���WKH�GDWD�FDQ�EH�¿WWHG�WR�D�calibration 
equation �H�J���VHFRQG��RU�WKLUG�RUGHU�SRO\QRPLDO��WKDW�
FDQ�EH�XVHG�IRU�WKH�FRQYHUVLRQ�RI�YROWDJH�WR�IRUFH�

$QRWKHU� FRQVLGHUDWLRQ� LV� WKH� UDQJH� RI� IRUFHV� D�
WUDQVGXFHU�ZLOO�PHDVXUH� EHIRUH� LWV� UHVSRQVH� FKDQJHV�
PDUNHGO\�RU� LW� LV� GDPDJHG��7UDQVGXFHUV� DUH� UDWHG� IRU�
D�SDUWLFXODU� IRUFH� UDQJH��RYHU�ZKLFK� WKHLU� UHVSRQVH� LV�
OLQHDU�� LI�KLJKHU�IRUFHV�DUH�DSSOLHG�� WKH�YROWDJH�RXWSXW�
PD\�VDWXUDWH�DW�D�JLYHQ�OHYHO��$�UHODWHG�LVVXH�LV�WKH�VHQ�
VLWLYLW\�RI�WKH�WUDQVGXFHU��$�IRUFH�WUDQVGXFHU�VKRXOG�EH�
PDWFKHG�WR�WKH�UDQJH�RI�IRUFHV�RQH�ZLVKHV�WR�PHDVXUH��
LW� VKRXOG�EH� VHQVLWLYH�HQRXJK� WR�GHWHFW� VPDOO� FKDQJHV�
LQ� DSSOLHG� IRUFH�\HW� VWLOO� KDYH� HQRXJK� UDQJH��$QRWKHU�
SRLQW�RI�FRQFHUQ�LV�hysteresis��¿JXUH�����c���LQ�ZKLFK�
D�GLIIHUHQW�IRUFH�WR�YROWDJH�UHODWLRQ�LV�IRXQG�ZKHQ�WKH�
IRUFH�LV�LQFUHPHQWDOO\�LQFUHDVHG�FRPSDUHG�ZLWK�ZKHQ�LW�
LV�LQFUHPHQWDOO\�GHFUHDVHG��7KLV�LV�XQGHVLUDEOH�EHFDXVH��
LQ�WKHRU\��GLIIHUHQW�FDOLEUDWLRQ�FRHI¿FLHQWV�RU�HTXDWLRQV�
VKRXOG�EH�XVHG�LQ�ORDGLQJ�DQG�XQORDGLQJ�VLWXDWLRQV�

6WDWLF�FKDUDFWHULVWLFV�DUH�LPSRUWDQW�DQG�HDV\�WR�DVVHVV��
EXW� LQ�PRVW� ELRPHFKDQLFV� DSSOLFDWLRQV�� WKH� DSSOLHG�
IRUFHV�FRQWLQXDOO\�FKDQJH�LQ�PDJQLWXGH��7KHUHIRUH��WKH�
dynamic response� FDSDELOLWLHV� RI� WKH� WUDQVGXFHU� DUH�
HTXDOO\� LPSRUWDQW�� 7KH� frequency response� FKDUDF�
WHULVWLFV�RI� WKH�WUDQVGXFHU�VKRXOG�EH�PDWFKHG�WR�WKRVH�
RI�WKH�DSSOLHG�IRUFH��7KH�SK\VLFDO�FKDUDFWHULVWLFV�RI�WKH�
WUDQVGXFHU¶V�FRQVWUXFWLRQ�SHUPLW�LW�WR�UHVSRQG�WR�D�OLP�
LWHG�UDQJH�RI�LQSXW�IRUFH�IUHTXHQFLHV��,I�WKH�LQSXW�IRUFH�
FKDQJHV� WRR� UDSLGO\�� WKH� WUDQVGXFHU�PD\�EH�XQDEOH� WR�
UHVSRQG�TXLFNO\�HQRXJK� WR� IDLWKIXOO\� UHJLVWHU� WKH� WUXH�
WLPH�KLVWRU\�RI� WKH� IRUFH��7KLV� LV�DQDORJRXV� WR�D� ORZ�
SDVV�¿OWHU��ZKLFK� DWWHQXDWHV�RU� HOLPLQDWHV� WKH�KLJKHU�
IUHTXHQF\� FRPSRQHQWV� RI� WKH� LQSXW� IRUFH� VLJQDO� �VHH�
FKDSWHU�����6LJQDO�3URFHVVLQJ���+RZHYHU��WKH�WUDQVGXFHU¶V�
FRQVWUXFWLRQ�PD\�FDXVH�WKH�XQZDQWHG�DPSOL¿FDWLRQ�RI�
VRPH�IUHTXHQFLHV�ZLWKLQ�WKH�LQSXW�IRUFH��$Q\�SK\VLFDO�

VWUXFWXUH�RU�V\VWHP�ZLOO�UHVSRQG�WR�D�IRUFHG�YLEUDWLRQ�
LQ�D�FKDUDFWHULVWLF�ZD\�EDVHG�RQ�LWV�LQWHUQDO�PDVV��HODV�
WLFLW\��DQG�GDPSLQJ��7KH�PDVV�DQG�HODVWLFLW\�GLFWDWH�WKH�
natural frequency� RI� D� VWUXFWXUH�� DQG� WKH� VWUXFWXUH�
UHVRQDWHV�ZKHQ� DQ� H[WHUQDO� YLEUDWLRQ� DW� RU� DERYH� WKH�
QDWXUDO�IUHTXHQF\�LV�LPSRVHG��7KLV�FRQFHSW�LV�XVHIXO�LQ�
WKH�FRQVWUXFWLRQ�RI�WXQLQJ�IRUNV��ZKLFK�RVFLOODWH�DW�WKHLU�
QDWXUDO�IUHTXHQF\�ZKHQ�VWUXFN�ZLWK�DQ�DSSOLHG�IRUFH��,Q�
ELRPHFKDQLFV��WKLV�UHVSRQVH�LV�XQGHVLUDEOH��EHFDXVH�DQ�

E5144/Robertson/Fig4.12/414901,415112,113/alw/r1-pulled 
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 ŸFigure 4.12 Three possible relations between 
an input force and the output response voltage for a 
force transducer: (a) a linear response, in which the 
slope of the force-voltage relation can be used as a 
calibration coefficient; (b) a nonlinear relation; (c) the 
concept of hysteresis.
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DSSOLHG�IRUFH�WKDW�FRQWDLQV�VLJQL¿FDQW�HQHUJ\�DW�WKH�QDWX�
UDO�IUHTXHQF\�RI�D�IRUFH�WUDQVGXFHU�FDXVHV�WKH�WUDQVGXFHU�
WR�YLEUDWH�RQ�LWV�RZQ��WKHUHIRUH�H[DJJHUDWLQJ�WKH�IRUFH�
UHVSRQVH�DW�WKDW�IUHTXHQF\�

7UDQVGXFHUV�FDQ�EH�SXUFKDVHG�EDVHG�RQ�WKHLU�LQKHUHQW�
UHVSRQVH�SURSHUWLHV��VXFK�DV�UDQJH��OLQHDULW\��VHQVLWLYLW\��
IUHTXHQF\� UHVSRQVH�� DQG�QDWXUDO� IUHTXHQF\��+RZHYHU��
WUDQVGXFHUV�FDQ�KDYH�YHU\�GLIIHUHQW�FKDUDFWHULVWLFV�ZKHQ�
WKH\� DUH�PRXQWHG�RU� LQVWDOOHG� DV�RQH� FRPSRQHQW� LQ� D�
W\SLFDO�PHDVXUHPHQW�V\VWHP��)RU�H[DPSOH��D�WUDQVGXFHU�
ZLWK�D�KLJK�QDWXUDO�IUHTXHQF\��H�J��������+]��YLEUDWHV�
H[FHVVLYHO\� DW� ORZHU� IUHTXHQFLHV� LI� LW� LV� DWWDFKHG� WR� D�
ZRRG�IUDPH�ZLWK�VSULQJV��2QH�DUHD�RI�SDUWLFXODU�FRQFHUQ�
LQYROYHV�WKH�FRQVWUXFWLRQ�RI�PHDVXUHPHQW�GHYLFHV�ZLWK�
PXOWLGLUHFWLRQDO�WUDQVGXFHUV�WKDW�PHDVXUH�IRUFH�LQ�WKUHH�
RUWKRJRQDO�GLUHFWLRQV��7KH�WUDQVGXFHUV�PD\�KDYH�H[FHO�
OHQW�LVRODWLRQ�RI�IRUFHV�DSSOLHG�LQ�WKH�WKUHH�GLUHFWLRQV��EXW�
WKH�PHDVXUHPHQW�GHYLFH�LQ�ZKLFK�WKH\�DUH�LQVWDOOHG�PD\�
KDYH�FRQVLGHUDEOH�HODVWLFLW\�WKDW�WUDQVPLWV�IRUFHV�DFURVV�
WKHVH�RUWKRJRQDO�D[HV��OHDGLQJ�WR�crosstalk��)RU�H[DPSOH��
WKH�DSSOLFDWLRQ�RI�D�IRUFH�SXUHO\�LQ�WKH�F

x
 GLUHFWLRQ�PD\�

UHVXOW� LQ� WKH� WUDQVGXFHU� UHVSRQGLQJ� LQ� WKH�F
y
 DQG�F

z
 

GLUHFWLRQV�DV�ZHOO��6XFK�D�UHVSRQVH�FDQ�EH�GHDOW�ZLWK�E\�
XVLQJ�D�FDOLEUDWLRQ�PDWUL[�WKDW�UHODWHV�WKH�UHVSRQVH�RI�WKH�
WUDQVGXFHU�LQ�DOO�WKUHH�GLUHFWLRQV�WR�JLYHQ�LQSXW�IRUFHV�

Force Platforms
7KH�PRVW�FRPPRQO\�XVHG�W\SH�RI�IRUFH� WUDQVGXFHU� LQ�
ELRPHFKDQLFV� LV� WKH� force platform� �RU� force plate���
ZKLFK�LV�DQ�LQVWUXPHQWHG�SODWH�LQVWDOOHG�ÀXVK�ZLWK�WKH�
JURXQG�IRU�WKH�UHJLVWUDWLRQ�RI�*5)��(DUO\�PRGHOV�XVHG�
VSULQJV��(OIWPDQ�������DQG�LQNHG�UXEEHU�S\UDPLGV�WR�
GLVSOD\�SUHVVXUH�SDWWHUQV��&XUUHQWO\��WZR�W\SHV�RI�VHQ�
VRUV�DUH�XVHG�LQ�FRPPHUFLDOO\�DYDLODEOH�IRUFH�SODWIRUPV��
VWUDLQ�JDXJHV�DQG�SLH]RHOHFWULF�FU\VWDOV��7KH�VWUDLQ�JDXJH�
PRGHOV�DUH� OHVV�H[SHQVLYH�DQG�KDYH�JRRG�VWDWLF�FDSD�
ELOLWLHV�EXW�GR�QRW�KDYH�WKH�UDQJH�DQG�sensitivity�RI�WKH�
SLH]RHOHFWULF�PRGHOV��7KH�SLH]RHOHFWULF�SODWIRUPV�KDYH�
KLJK�IUHTXHQF\�UHVSRQVH�EXW�PXVW�KDYH�VSHFLDO�HOHFWURQ�
LFV�WR�HQDEOH�PHDVXUHPHQW�RI�VWDWLF�IRUFH�

(DUO\� IRUFH� SODWIRUPV�ZHUH� GHVLJQHG�ZLWK� D� VLQJOH�
LQVWUXPHQWHG�FHQWUDO�FROXPQ�RU�SHGHVWDO��ZKHUHDV�UHFHQW�
GHVLJQV�XVXDOO\�KDYH�IRXU�LQVWUXPHQWHG�SHGHVWDOV�ORFDWHG�
QHDU�WKH�FRUQHUV�RI�WKH�SODWH��5HVHDUFKHUV�KDYH�DEDQGRQHG�
WKH�VLQJOH�SHGHVWDO�GHVLJQ�EHFDXVH�IRUFHV�WHQG�WR�EHFRPH�
PRUH�LQDFFXUDWH�WKH�IDUWKHU�DQ�DSSOLHG�IRUFH�PRYHV�DZD\�
IURP�WKH�SHGHVWDO��:LWK�WKH�IRXU�SHGHVWDO�PRGHOV��IRUFHV�
DUH�DFFXUDWH�ZKHQHYHU�WKH�FRQWDFW�IRUFH�LV�DSSOLHG�ZLWKLQ�
WKH� DUHD�ERXQGHG�E\� WKH�SHGHVWDOV��7KH�SHGHVWDOV� DUH�
LQVWUXPHQWHG�WR�PHDVXUH�IRUFHV�DQG�EHQGLQJ�PRPHQWV�
WKDW�UHVXOW�IURP�DOO�IRUFHV�DQG�PRPHQWV�DSSOLHG�WR�WKH�
SODWIRUP¶V� WRS� SODWH��0RVW� FRPPHUFLDO� SODWIRUPV� DUH�
LQVWUXPHQWHG�WR�PHDVXUH�LQ�WKUHH�GLPHQVLRQV²YHUWLFDO�

(Z)��DORQJ�WKH�OHQJWK�RI�WKH�SODWH�(Y)��DQG�DFURVV�WKH�ZLGWK�
RI�WKH�SODWH�(X)��)RUFH�SODWIRUPV�RSHUDWH�RQ�WKH�SULQFLSOH�
WKDW�QR�PDWWHU�KRZ�PDQ\�REMHFWV�DSSO\�IRUFH�WR�GLIIHUHQW�
ORFDWLRQV�RQ� WKH� WRS�SODWH�� WKHUH� LV�RQH�UHVXOWDQW� IRUFH�
YHFWRU²WKH�*5)²WKDW� LV�QXPHULFDOO\�DQG�SK\VLFDOO\�
HTXLYDOHQW�WR�DOO�WKH�DSSOLHG�IRUFHV�

$Q\�VLQJOH���'�IRUFH�YHFWRU�DSSOLHG�WR�D�IRUFH�SODWH�
FDQ�EH�GHVFULEHG�E\�QLQH�TXDQWLWLHV��7KH�WKUHH�RUWKRJRQDO�
FRPSRQHQWV�RI�WKH�IRUFH�YHFWRU�DUH�GHVLJQDWHG�DV�F

x
, F

y
��

DQG�F
z
��ZKHUHDV� WKUHH�VSDWLDO�FRRUGLQDWHV��x, y, DQG�z, 

GHVLJQDWH�WKH�IRUFH�YHFWRU�ORFDWLRQ�ZLWK�UHVSHFW�WR�WKH�
plate reference system �356��RULJLQ��%HFDXVH�WKH�IRUFH�
YHFWRU�XVXDOO\�UHVXOWV�IURP�D�GLVWULEXWLRQ�RI�IRUFHV�WR�DQ�
DUHD�RI�FRQWDFW�RQ�WKH�VXUIDFH�RI�WKH�SODWH��LWV�ORFDWLRQ�LV�
RIWHQ�FDOOHG�WKH�center of pressure �&23���7KH�¿QDO�WKUHH�
TXDQWLWLHV�DUH�RUWKRJRQDO�PRPHQWV�M

x
, M

y
, DQG�M

z
, WDNHQ�

ZLWK�UHVSHFW�WR�WKH�356�RULJLQ��7KH�H[DFW�ORFDWLRQ�RI�WKH�
356�RULJLQ�GHSHQGV�RQ�WKH�VSHFL¿F�ORFDWLRQ�RI�WKH�IRUFH�
VHQVLQJ�SHGHVWDOV��EXW�LQ�JHQHUDO�WKH�RULJLQ�LV�ORFDWHG�LQ�
WKH�PLGGOH�RI�WKH�SODWH�VOLJKWO\�EHQHDWK�WKH�OHYHO�RI�WKH�
WRS�VXUIDFH��¿JXUH��������7KXV��WKH�&23�FRRUGLQDWH�z LV�
D�FRQVWDQW�HTXDO�WR�WKH�GHSWK�RI�WKH�356�RULJLQ�EHQHDWK�
WKH�WRS�RI�WKH�SODWH�

$OWKRXJK�WKHVH�QLQH�SDUDPHWHUV�UHSUHVHQW�WKH�IRUFH�
DSSOLHG�WR�WKH�SODWH��ZH�JHQHUDOO\�DUH�LQWHUHVWHG�LQ�RQO\�
VL[�TXDQWLWLHV�ZLWK�UHVSHFW�WR�WKH�UHDFWLRQ�IRUFH�YHFWRU�
DSSOLHG�E\�WKH�IRUFH�SODWH�WR�WKH�KXPDQ�SHUIRUPHU��7KLV�
FKDQJH� LQ� HPSKDVLV� FRPHV� IURP� RXU� LQWHUHVW� LQ� WKH�
PRWLRQ�RI� WKH�KXPDQ��QRW� WKH�IRUFH�SODWH� LWVHOI��7KHVH�
VL[� TXDQWLWLHV� DUH� WKH� WKUHH�*5)�FRPSRQHQWV� (R

x
, R

y
, 

DQG�R
z
)��WKH�&23�ORFDWLRQ�RI�WKH�UHDFWLRQ�IRUFH�YHFWRU�LQ�

D�*&6�(x, y)��DQG�D�PRPHQW�NQRZQ�DV�WKH�free moment��
M

z
'��1RWH�WKDW�LQ�WKH�*&6��WKH�Z�D[LV�LV�LQ�WKH�YHUWLFDO�

GLUHFWLRQ�� WKH�Y�D[LV� LV� KRUL]RQWDO� LQ� WKH� GLUHFWLRQ� RI�
SURJUHVVLRQ��DQG�WKH�KRUL]RQWDO�X�D[LV�LV�DOLJQHG�URXJKO\�
LQ� WKH�PHGLDO�ODWHUDO�GLUHFWLRQ��2QO\�WKH�x DQG�y &23�
FRRUGLQDWHV�QHHG�WR�EH�FRPSXWHG��EHFDXVH�WKH�YHUWLFDO�
FRRUGLQDWH�LV�RQ�WKH�IRUFH�SODWIRUP¶V�WRS�SODWH��XVXDOO\�
GHVLJQDWHG�DV�z  ���ZLWKLQ�WKH�*&6��7KH�IUHH�PRPHQW�
M

z
' UHSUHVHQWV�WKH�UHDFWLRQ�WR�D�WZLVWLQJ�PRPHQW�DSSOLHG�

E\�WKH�VXEMHFW�DERXW�D�YHUWLFDO�D[LV�ORFDWHG�DW�WKH�&23�
FRRUGLQDWHV��7KH�IUHH�PRPHQWV�DERXW�WKH�X��DQG�Y�D[HV�
DUH�DVVXPHG�WR�EH�]HUR��EHFDXVH�WKHVH�FDQ�RFFXU�RQO\�LI�
WKHUH�LV�D�GLUHFW�FRQQHFWLRQ�EHWZHHQ�WKH�VKRH�DQG�SODWH�
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WR��EXW�QRW�HTXDO�WR��WKH�QLQH�IRUFH�SODWIRUP�SDUDPHWHUV�
GHVFULEHG�LQ�WKH�SUHYLRXV�SDUDJUDSK��IRU�WKUHH�UHDVRQV�

 Ź WKH�GLUHFWLRQV�RI� WKH�356�DQG�*&6�D[HV�PD\�QRW�
FRLQFLGH�

 Ź RXU�LQWHUHVW�LV�LQ�WKH�UHDFWLRQ�IRUFHV�(R
x
, R

y
, DQG R

z 
) 

UDWKHU�WKDQ�WKH�DSSOLHG�IRUFHV�(F
x
, F

y
, DQG�F

z 
)��DQG

 Ź ZH�QHHG�WR�NQRZ�WKH�&23�ORFDWLRQ�LQ�WKH�*&6�UDWKHU�
WKDQ�LQ�WKH�356�



Forces and Their Measurement _�95

,Q�WKH�QH[W�VHFWLRQ��ZH�LQYHVWLJDWH�KRZ�WKHVH�VL[�TXDQWL�
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*&6�HVWDEOLVKHG�IRU�WKH�NLQHPDWLF�GDWD�FDSWXUH�V\VWHP�
�VHH�FKDSWHUV���DQG�����)RU�FRQVLVWHQF\��ZH�ZLOO�XVH�WKH�
356�V\VWHP�HVWDEOLVKHG�LQ�WKH�SUHYLRXV�VHFWLRQ��¿JXUH�
�������([DPSOH�HTXDWLRQV�DUH�JLYHQ�IRU�WZR�FRPPHUFLDO�
EUDQGV��WKH�VWUDLQ�JDXJH�$07,�SODWH��$07,��:DWHUWRZQ��
0$��DQG�WKH�SLH]RHOHFWULF�.LVWOHU�SODWIRUP��.LVWOHU�$*��
:LQWHUWKXU��6ZLW]HUODQG���2WKHU�PDQXIDFWXUHUV�PD\�KDYH�
VOLJKWO\�GLIIHUHQW�FRQ¿JXUDWLRQV��EXW�ZH�VKRXOG�VWLOO�EH�
DEOH�WR�FRPSXWH�WKH�VL[�PHDVXUHV��7KH�HTXDWLRQV�IRU�DQ�
$07,�IRUFH�SODWIRUP�DUH�GHULYHG�IURP�RXWSXW�VLJQDOV�
ODEHOHG�F

x
, F

y
, F

z
, M

x
, M

y
, DQG�M

z
 �¿JXUH��������7KH�VL[�

$07,�HTXDWLRQV�DUH

 F
x
' = F

x  
f

x  
F

y
' = F

y  
f

y  
F

z
' = F

z  
f
z

 x  �í�(M
y
g

y
 + F

x
'z)�F

z
' 

������
 y = (M

x
g

x
 í�F

y
'z)�F

z
'

 M
z
' = M

z
g

z
 + F

x
'y í�F

y
'x

ZKHUH�(F
x
', F

y
', DQG�F

z
')�DUH�WKH�FRPSRQHQWV�RI�WKH�*5)��

�x, y, ���DUH�WKH�FRRUGLQDWHV�RI�WKH�&23��M
z
' LV�WKH�IUHH�

PRPHQW�RI�IRUFH��f
x
, f

y
, DQG�f

z
 DUH�VFDOH�IDFWRUV�WKDW�FRQYHUW�

WKH�IRUFHV�IURP�YROWDJHV�WR�QHZWRQV��DQG�g
x
, g

y
, DQG�g

z
 

DUH�VFDOH�IDFWRUV�WKDW�FRQYHUW�WKH�EHQGLQJ�PRPHQWV�IURP�
YROWDJHV�WR�QHZWRQ�PHWHUV��7KH�VL[�RXWSXW�VLJQDOV�IURP�
DQ�$07,�SODWH�DUH�IHG�WR�DQ�DPSOL¿HU�XQLW�ZLWK�VHOHFWDEOH�
JDLQ�OHYHOV�WKDW�GHWHUPLQH�WKH�H[DFW�YDOXHV�RI�WKH�f

i
 DQG�

g
i
 VFDOH�IDFWRUV��(DFK�$07,�SODWH�KDV�D�XQLTXH��IDFWRU\�

FDOLEUDWHG�YDOXH�IRU�z��WKH�GLVWDQFH�IURP�WKH�WRS�RI�WKH�
SODWH�WR�WKH�356�RULJLQ��1RWH�WKDW�WKH�DSSOLHG�PRPHQWV�
(M

x
, M

y
, DQG�M

z 
) DERXW�WKH�356�RULJLQ�DUH�XVHG�WR�RQO\�

FDOFXODWH�WKH�&23�ORFDWLRQ�
.LVWOHU� IRUFH�SODWIRUPV�KDYH����SLH]RHOHFWULF� IRUFH�

VHQVRUV��SDFNDJHG�DV�WKUHH�RUWKRJRQDO�F\OLQGHUV�LQ�HDFK�
RI� WKH�IRXU�SHGHVWDOV��¿JXUH��������+RUL]RQWDO��EXW�QRW�
YHUWLFDO�� VHQVRUV� DUH� VXPPHG� LQ�SDLUV� VR� WKDW� WKH� IRO�
ORZLQJ�HLJKW�VLJQDOV�DUH�RXWSXW��F

x��� Fx��� Fy��� Fy��� Fz�� 
F

z�� Fz���DQG�Fz���7KH�HTXDWLRQV� IRU�FRPSXWLQJ� WKH�VL[�
TXDQWLWLHV�RI�WKH�*5)�DUH

 F
x
' = �F

x��+ F
x��� fxy

 F
y
' = �F

y��+ F
y��� fxy

 F
z
' = �F

z� + F
z� + F

z� + F
z�� fz

 
������

� [� �í>D�í)
z� + F

z� + F
z��í�)z�)fz

�í�)
x
'z]

 y = [b(F
z� + F

z��í�)z��í�)z�)fz
 + F

y
'z]F

z
'

 M
z

� �E�í)

x���í�)x��)fxy
 + a(F

y���í�)y��)fxy
�í�[)

y
' + yF

x
'

ZKHUH�(F
x
', F

y
', F

z
') DUH�WKH�FRPSRQHQWV�RI�WKH�*5)���x, y, 

���DUH�WKH�FRRUGLQDWHV�RI�WKH�&23��M
z
' LV�WKH�IUHH�PRPHQW�

RI�IRUFH��f
xy

 DQG�f
z
 DUH�VFDOH�IDFWRUV�WKDW�FRQYHUW�WKH�IRUFHV�

IURP�YROWDJHV�WR�QHZWRQV��DQG�a DQG�b DUH�WKH�GLVWDQFHV�

E5144/Robertson/Fig4.13/414902/alw/r4-pulled 

+ Z

+ Y

+ X

Center of pressure

Vertical ground
reaction, free

moment of force

Center of plate

Ground
reaction

force

 ŸFigure 4.13 Force platform with its reaction to an applied force and vertical moment of force.
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Y�GLUHFWLRQ��+RZHYHU��WKH�Y�GLUHFWLRQV�RI�WKH�*&6�DQG�
356�PD\�EH�RSSRVLWH�LQ�SRODULW\��¿JXUH��������,Q�DGGL�
WLRQ��IRU���'�VWXGLHV��WKH�GLUHFWLRQ�RI�SURJUHVVLRQ�PD\�
EH�GHVLJQDWHG�DV�WKH�X�D[LV��VHH�FKDSWHU�����,I�WKH�IRUFH�
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WKH�&23�FRRUGLQDWH�GDWD��ZKLFK�LV�D�PDWWHU�RI�spatial 
synchronization��5HFDOO�WKDW�WKH�FDOFXODWHG�x DQG�y FRRU�
GLQDWHV�DUH�LQ�WKH�356��EXW�ZH�ZDQW�WR�H[SUHVV�WKHP�LQ�
UHODWLRQ�WR�WKH�VXEMHFW¶V�NLQHPDWLFV�LQ�WKH�*&6��7KXV��ZH�
QHHG�WR�NQRZ�WKH�ORFDWLRQ�RI�WKH�356�RULJLQ�ZLWK�UHVSHFW�
WR�WKH�*&6�RULJLQ��$Q�HDV\�VROXWLRQ�LV�WR�ORFDWH�WKH�*&6�
RULJLQ�DW�WKH�YHU\�FHQWHU�RI�WKH�SODWH�VR�WKDW�WKH�RULJLQ�x 
DQG�y FRRUGLQDWHV�FRLQFLGH��WKH�YHUWLFDO�RULJLQV�ZLOO�EH�
VHSDUDWHG�E\�WKH�GLVWDQFH�z)��$QRWKHU�VROXWLRQ�LV�WR�SODFH�
D�UHÀHFWLYH�PDUNHU�DW�D�NQRZQ�FRRUGLQDWH�ORFDWLRQ�LQ�WKH�
356��H�J���RQ�RQH�FRUQHU�RI�WKH�SODWH���.QRZOHGJH�RI�WKDW�
PDUNHU¶V�ORFDWLRQ�LQ�ERWK�WKH�*&6�DQG�356�ZLOO�DOORZ�
WKH�FRRUGLQDWHV�x DQG�y WR�EH�WUDQVIRUPHG�LQWR�WKH�*&6�
E\�D�VLPSOH�OLQHDU�WUDQVIRUPDWLRQ�

$�PRUH�FRPSOH[�SUREOHP�RFFXUV�ZKHQ�WKH�356�DQG�
*&6� D[HV� DUH�PLVDOLJQHG� VR� WKDW� WKH� WZR� KRUL]RQWDO�
356�D[HV�DUH�URWDWHG�E\�DQ�DQJOH��(��ZLWK�UHVSHFW�WR�WKH�
WZR�*&6�D[HV��¿JXUH��������,I�WKH�DQJOH�(�LV�NQRZQ��D�
URWDWLRQDO�WUDQVIRUPDWLRQ�DV�GHVFULEHG�LQ�FKDSWHU���FDQ�
EH�SHUIRUPHG�WR�PDWKHPDWLFDOO\�DOLJQ�WKH�WZR�UHIHUHQFH�
V\VWHPV��7KLV�VLWXDWLRQ�FDQ�XVXDOO\�EH�DYRLGHG�E\�FDUH�
IXOO\�VHOHFWLQJ�WKH�*&6�D[HV¶�GLUHFWLRQV�LQ�UHODWLRQ�WR�
WKH�IRUFH�SODWIRUP�DW�WKH�WLPH�RI�FDOLEUDWLRQ�

$QRWKHU�LVVXH�UHOHYDQW�WR�WKH�FRPELQDWLRQ�RI�IRUFH�DQG�
NLQHPDWLF�GDWD�LV�WKH�temporal synchronization�RI�WKH�
WZR�GDWD�VHWV��,I� WKH�NLQHPDWLF�GDWD�FDSWXUH�V\VWHP�LV�
VHSDUDWH�IURP�WKH�DQDORJ�WR�GLJLWDO�FRQYHUWHU�XVHG�WR�FRO�
OHFW�WKH�IRUFH�SODWH�GDWD��WKH�VDPH�HYHQW�PXVW�EH�UHFRUGHG�
RQ�ERWK�V\VWHPV�WR�HQVXUH�SURSHU�WLPH�V\QFKURQL]DWLRQ�
RI�WKH�WZR�V\VWHPV��6\QFKURQL]DWLRQ�XQLWV�WKDW�XVH�WKH�
YHUWLFDO�FKDQQHO�IURP�WKH�IRUFH�SODWH�WR�WULJJHU�D�OLJKW�
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 ŸFigure 4.14 Outputs from an AMTI force plate (top 
panel) include three forces, Fx, Fy, and Fz, and three 
moments, Mx, My, and Mz. The bottom panel shows 
the four piezoelectric sensors in a Kistler force plate, 
spaced equidistant from the plate center (lengths a 
and b). The three force components from each of the 
four sensors are used either alone (Fz) or in summed 
pairs (Fx, Fy) in the calibration equations (see text).
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HPLWWLQJ�GLRGH��/('��LQ�WKH�YLHZ�RI�WKH�LPDJLQJ�V\VWHP�
DUH� FRPPRQO\�XVHG��:KHQ� D� VPDOO� WKUHVKROG�YHUWLFDO�
IRUFH�LV�DSSOLHG��VXFK�DV�ZKHQ�WKH�VXEMHFW�¿UVW�WRXFKHV�
WKH�SODWH���WKH�/('�LV�WXUQHG�RQ��WKLV�LGHQWL¿HV�WKH�LQVWDQW�
RI�¿UVW�IRRW�FRQWDFW�LQ�ERWK�GDWD�FROOHFWLRQ�V\VWHPV��,I�WKH�
PRWLRQ�VWXGLHG�EHJLQV�ZLWK�WKH�VXEMHFW�RQ�WKH�SODWH��H�J���
MXPSLQJ���WKH�SRLQW�RI�WDNHRII�FDQ�EH�HVWDEOLVKHG�DV�WKH�
WLPH�WKH�/('�WXUQV�RII��6RPH�FRPPHUFLDO�SURGXFWV��H�J���

0RWLRQ�$QDO\VLV��9LFRQ��4XDOLV\V��DQG�2SWRWUDN��HQVXUH�
FRUUHFW�WLPH�V\QFKURQL]DWLRQ�ZLWK�DQDORJ�WR�GLJLWDO�FRQ�
YHUVLRQ�PRGXOHV�WKDW�DUH�RSHUDWHG�ZLWKLQ�WKH�NLQHPDWLF�
FDSWXUH�SURFHVV��7KHVH�V\VWHPV�FDSWXUH� WKH� IRUFH�DQG�
NLQHPDWLF�GDWD�VLPXOWDQHRXVO\�DQG�DOORZ�WKH�NLQHPDWLF�
GDWD�WR�EH�VDPSOHG�DW�D�UDWH�ORZHU�WKDQ�IRU�WKH�DQDORJ�
GDWD��2QH�FDYHDW�LV�WKDW�WKH�DQDORJ�VDPSOLQJ�UDWH�PXVW�
EH�DQ�HYHQ�PXOWLSOH�RI�WKH�NLQHPDWLF�GDWD�FDSWXUH�UDWH�
�H�J��������+]�IRUFH�WR�����+]�NLQHPDWLFV��RU�PXOWLSOHV�
RI����+]�IRU�YLGHR�FDSWXUH�V\VWHPV��

Center of Pressure on the Foot
2QFH�WKH�&23�KDV�EHHQ�ORFDWHG�ZLWKLQ�WKH�*&6�WKURXJK�
WKH�FDOFXODWLRQ�RI�LWV�(x, y)�FRRUGLQDWH�SDLU��LW�LV�LPSRU�
WDQW�WR�H[DPLQH�KRZ�WKLV�ORFDWLRQ�UHODWHV�WR�WKH�SRVLWLRQ�
RI� WKH�VXEMHFW��'XULQJ�WKH�VWDQFH�SKDVH�RI�ZDONLQJ�RU�
UXQQLQJ��WKH�SRUWLRQ�RI�HLWKHU�IRRW�LQ�FRQWDFW�ZLWK�WKH�
JURXQG� FRQWLQXDOO\� FKDQJHV�� DQG� WKH�&23�FRQVWDQWO\�
PRYHV�DORQJ�WKH�VXUIDFH�RI�WKH�SODWH��:KHQ�RQO\�RQH�IRRW�
LV�RQ�WKH�SODWH��WKH�&23�OLHV�ZLWKLQ�WKH�SDUW�RI�WKH�IRRW�
RU�VKRH�WKDW�FRQWDFWV�WKH�SODWIRUP��DQG�LW�PRYHV�EHQHDWK�
WKH�IRRW� LQ�D�FKDUDFWHULVWLF�PDQQHU� W\SLFDOO\� IURP�WKH�
KHHO�WR�WKH�WRHV��&DYDQDJK��������:KHQ�PRUH�WKDQ�RQH�
IRRW�LV�LQ�FRQWDFW�ZLWK�WKH�IRUFH�SODWIRUP��D�VLWXDWLRQ�WKDW�
QRUPDOO\�VKRXOG�EH�DYRLGHG��� WKH�&23�OLHV�ZLWKLQ� WKH�
DUHDV�IRUPHG�E\�HLWKHU�IRRW�RU�WKH�DUHD�EHWZHHQ�WKH�WZR�
IHHW��,I�D�NLQHPDWLF�DQDO\VLV�LV�GRQH�VLPXOWDQHRXVO\�ZLWK�
WKH�IRUFH�PHDVXUHPHQW��ERWK�&23�DQG�IRRW�ORFDWLRQ�GDWD�
ZLOO�EH�LQ�WKH�*&6��DQG�WKHLU�UHODWLYH�SRVLWLRQV�FDQ�EH�
FRPSXWHG��1RWH�WKDW�IRRW�SRVLWLRQ�LV�XVXDOO\�GHVLJQDWHG�
EDVHG�RQ� WKH� ORFDWLRQV�RI� VHYHUDO�PDUNHUV�RQ� WKH� IRRW�
�VHH�FKDSWHUV���DQG����

6HYHUDO� GLI¿FXOWLHV� DULVH�ZKHQ� FRPSDULQJ� WKH�&23�
DQG�IRRW�ORFDWLRQV��7KH�ORFDWLRQ�RI�WKH�&23�LV�KLJKO\�YDUL�
DEOH��HVSHFLDOO\�GXULQJ�SHULRGV�ZKHQ�WKH�IRRW�LV�LQLWLDOO\�
FRQWDFWLQJ�RU�OHDYLQJ�WKH�IRUFH�SODWH��L�H���WKH�ODQGLQJ�DQG�
OLIWRII�SKDVHV���7KLV�YDULDELOLW\�FRPHV�IURP�WKH�HTXDWLRQV�
XVHG�WR�FDOFXODWH�WKH�&23�FRRUGLQDWHV�(x��y)��ZKLFK�DUH�
XQVWDEOH�ZKHQ� WKH� YHUWLFDO� IRUFHV� DUH� VPDOO�� QHDU� WKH�
EHJLQQLQJ� DQG� HQG�RI� WKH� VWDQFH�SKDVH��$OVR�� VOLSSDJH�
PD\�RFFXU�GXULQJ�ORDGLQJ�DQG�XQORDGLQJ��FDXVLQJ�IXUWKHU�
HUURUV�LQ�WKH�&23�FRPSXWDWLRQ��2IWHQ��XQUHDOLVWLF�&23V�
PXVW�EH�GLVFDUGHG��VXFK�DV�DQ\�SRVLWLRQV�WKDW�DUH�RXWVLGH�
WKH�DUHD�RI�WKH�IRRW�WKDW�LV�LQ�FRQWDFW�ZLWK�WKH�SODWIRUP��
+RZHYHU��WKH�IRRW�PDUNHU�GDWD�GR�QRW�GH¿QH�WKH�RXWOLQH�
RI�WKLV�FRQWDFW�DUHD��VR�LW�LV�GLI¿FXOW�WR�LPSOHPHQW�VXFK�D�
FKHFNLQJ�DOJRULWKP��)UHTXHQWO\��WKH�UHVHDUFKHU�PXVW�YLVX�
DOO\�LQVSHFW�WKH�LQGLYLGXDO�PDUNHU�FRRUGLQDWH�GDWD��H�J���WKH�
KHHO�PDUNHU��DQNOH�PDUNHU��¿IWK�PHWDWDUVDO�KHDG�PDUNHU��
WR�GHWHUPLQH�ZKLFK�SRUWLRQ�RI�WKH�IRRW�LV�RQ�WKH�JURXQG�DW�
D�SDUWLFXODU�WLPH�DQG�FKHFN�WKDW�WKH�&23�FRRUGLQDWHV�DUH�
UHDOLVWLF��)LQDOO\��DYHUDJLQJ�WKH�&23V�LV�GLI¿FXOW�EHFDXVH�
WKH� VXEMHFW�ZLOO� ODQG� DW� D� GLIIHUHQW� SODFH� RQ� WKH� IRUFH�
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 ŸFigure 4.15 Spatial alignment of the force plate 
PRS and GCS is critical for inverse dynamics analyses 
in which kinematic and force data are combined. The 
top panel illustrates an example of differences in the 
origin location and axes’ orientation of the PRS and 
GCS. The position vector r describes the location of 
the PRS origin within the GCS. The bottom panel 
shows an overhead view of angular misalignment 
between the PRS and GCS in the horizontal plane. 
If the angle ( is known, this misalignment can be 
corrected using rotational transformation techniques.
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SODWIRUP�HDFK�WLPH��+RZHYHU��&DYDQDJK��������SURYLGHG�
D�PHDQV�RI�DYHUDJLQJ�&23�SDWKV�LQ�UHODWLRQ�WR�WKH�RXWVLGH�
HGJHV�RI�WKH�VKRH�GXULQJ�JDLW��¿JXUH�������

WKH�IRUHIRRW�RQ�DQRWKHU��D�VHWXS�XVHG�LQ�D�WZR�VHJPHQW�
IRRW�PRGHO� WR� LPSURYH�DFFXUDF\� LQ�PRGHOLQJ� WKH� IRRW�
G\QDPLFV� GXULQJ� JDLW� �&URQLQ� DQG�5REHUWVRQ� �������
$OVR�VKRZQ�LV�WKH�FRPELQHG�VLQJOH�*5)��7KLV�SURFHVV�
HQDEOHV�WKH�FRPSXWDWLRQ�RI�WKH�PRPHQWV�RI�IRUFH�DFURVV�
WKH�PHWDWDUVRSKDODQJHDO�MRLQW��ZKLFK�LV�XVXDOO\�PRGHOHG�
DV�D�ULJLG�ERG\�

Presentation of Force Platform Data
7KH�VL[�TXDQWLWLHV�RI�WKH�*5)�FDQ�EH�GLVSOD\HG�LQ�PDQ\�
GLIIHUHQW�ZD\V��$V�ZLWK� NLQHPDWLF� GDWD� SUHVHQWDWLRQ�
�FKDSWHU�����D�FRPPRQ�PHWKRG�LV�WR�SUHVHQW�WKH�*5)��&23�
FRRUGLQDWHV��DQG�IUHH�PRPHQW�DV�WLPH�VHULHV�RU�KLVWRU\�
SORWV� �¿JXUH��������7R�IDFLOLWDWH� WKH�FRPSDULVRQ�RI� WKH�
&23�DQG�WKH�IRRW�ORFDWLRQ��LW�LV�VRPHWLPHV�KHOSIXO�WR�SORW�
WKHLU�ORFDWLRQ�GDWD�WRJHWKHU��¿JXUH��������$QRWKHU�XVHIXO�
JUDSK�LV�D�WUDMHFWRU\�SORW�RI�WKH�&23�(x, y) FRRUGLQDWHV��
DJDLQ��LQFOXVLRQ�RI�WKH�IRRW�PDUNHU�GDWD�FDQ�EH�KHOSIXO��
6DPSOH�WUDMHFWRU\�SORWV�DUH�VKRZQ�LQ�¿JXUH������IRU�D�
SHUVRQ�ZDONLQJ��WUDFLQJ�a��DQG�VWDQGLQJ��WUDFLQJ�b��DQG�
DUH�IUHTXHQWO\�XVHG�IRU�SRVWXUH�DQG�EDODQFH�UHVHDUFK�

$�force signature��YHFWRU��RU�EXWWHUÀ\�JUDSK�FRPELQHV�
WKH�WKUHH�IRUFH�FRPSRQHQWV�DQG�&23�ORFDWLRQ�LQWR�RQH�
��'�LPDJH�WKDW�FDQ�EH�URWDWHG�WR�YLHZ�LQ�WKUHH�GLPHQVLRQV�

E5144/Robertson/Fig4.16/414905/alw/r1-pulled 

 ŸFigure 4.16 Center of pressure path relative to a 
footprint. Line segments represent directions of force 
vectors in the transverse plane. Line closest to medial 
side of foot is path of center of pressure.

Combining Force Platform Data
2FFDVLRQDOO\��WKH�*5)V�IURP�WZR�RU�PRUH�IRUFH�SODWIRUPV�
QHHG�WR�EH�FRPELQHG�WR�\LHOG�D�VLQJOH�IRUFH��*HUEHU�DQG�
6WXHVVL��������SURYLGHG�WKH�HTXDWLRQV�QHFHVVDU\�WR�SHU�
IRUP�WKLV�RSHUDWLRQ�

)LJXUH������VKRZV� WKH�IRUFHV�IURP�D�VLQJOH�IRRWIDOO�
LQ�ZKLFK�WKH�UHDU�IRRW�ODQGHG�RQ�RQH�IRUFH�SODWIRUP�DQG�

E5144/Robertson/Fig4.17/414906,415116/alw/r2-pulled 
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 ŸFigure 4.17 (a) Combined ground reaction force vectors from walking. (b) Same ground reaction forces from 
force platforms under the rear foot and forefoot. Line segments indicate direction and relative magnitudes of 
GRFs. The lower ends of the segments correspond to the location of the center of pressure in the A/P direction.
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 ŸFigure 4.18 (a, b, c) Histories (time series) of a typical ground reaction force, (d, e) its center of pressure 
location, and (f) its vertical (free) moment of force during walking.E5144/Robertson/Fig4.18/414907,415117-121/alw/r2-pulled 
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�&DYDQDJK��������)LJXUH������VKRZV�IRUFH�VLJQDWXUHV�IRU�
ZDONLQJ�DQG�UXQQLQJ��$�W\SLFDO�ZDONLQJ�VLJQDWXUH�KDV�
WZR�KXPSV�DQG�RIWHQ�D�VSLNH�LPPHGLDWHO\�DIWHU�LQLWLDO�
IRRW�FRQWDFW��7KLV�VSLNH�KDV�EHHQ�DWWULEXWHG�WR�WKH�SDV�
VLYH� FKDUDFWHULVWLFV� RI� WKH� VXEMHFW¶V� IRRWZHDU� DQG� WKH�
DQDWRPLFDO�FKDUDFWHULVWLFV�RI�WKH�VXEMHFW¶V�IRRW��EHFDXVH�
LWV� FKDUDFWHULVWLFV� H[KLELW� WRR� UDSLG� D� FKDQJH� WR� KDYH�
EHHQ�FDXVHG�E\�WKH�UHODWLYHO\�VORZ�DFWLQJ�PXVFOHV��7KH�
GRXEOH�KXPS�GLVDSSHDUV�GXULQJ�UXQQLQJ��DQG�WKH�SHDN�
YHUWLFDO�IRUFH�LQFUHDVHV�WR�DSSUR[LPDWHO\�WKUHH�WLPHV�WKH�

ERG\�ZHLJKW��'XULQJ�ZDONLQJ��WKH�SHDN�YHUWLFDO�IRUFHV�
ÀXFWXDWH�DURXQG�WKH�ERG\�ZHLJKW�OLQH�E\�DSSUR[LPDWHO\�
����RI�ERG\�ZHLJKW�

7KH�IRUFH�VLJQDWXUH�LV�DQ�HVSHFLDOO\�XVHIXO�WRRO�LI�DQ�
LQYHUVH�G\QDPLFV�VWXG\��FKDSWHUV���DQG����LV�FRQGXFWHG��
,QYHUVH� G\QDPLFV� GHWHUPLQHV� WKH� LQWHUQDO� IRUFHV� DQG�
PRPHQWV�WKDW�DFW�DFURVV�WKH�MRLQWV�LQ�UHVSRQVH�WR�VXFK�
H[WHUQDO� IRUFHV� DV�*5)V��%\� GLVSOD\LQJ� WKH�PRWLRQ�
SDWWHUQ� DQG� WKH� IRUFH� VLJQDWXUH� RQ� WKH� VDPH� GLVSOD\��
WKH�UHVHDUFKHU�FDQ�HQVXUH�WKDW� WKH�WZR�GDWD�FROOHFWLRQ�

E5144/Robertson/Fig4.19a/414908/alw/r1-pulled 

a
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b

 ŸFigure 4.19 Trajectory plot of center of pressure paths during (a) walking and (b) standing.E5144/Robertson/Fig4.19a/414908/alw/r1-pulled 
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 ŸFigure 4.20 Force signature of (a) walking and (b) running. Note the initial spike at the beginning of each 
signature and notice that the walking trial has two major peaks (excluding the initial spike).
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V\VWHPV��PRWLRQ�DQG�IRUFH��DQG�WKHLU�UHIHUHQFH�D[HV�DUH�
V\QFKURQL]HG�WHPSRUDOO\�DQG�VSDWLDOO\��)LJXUH������VKRZV�
IRXU�GLIIHUHQW�VDJLWWDO�YLHZV�RI�WKH�IRUFH�VLJQDWXUHV�IRU�
ZDONLQJ�IURP�OHIW�WR�ULJKW��2QO\�WUDFLQJ�a KDV�WKH�FRU�
UHFW� VKDSH�RI� WKH� IRUFH� VLJQDWXUHV�� ,Q� WKH�RWKHU� WKUHH��
WKH�GLUHFWLRQV�RI�WKH�KRUL]RQWDO�*5)��WKH�&23��RU�ERWK�
DUH� UHYHUVHG��%\�ZDONLQJ�DFURVV�D� IRUFH�SODWIRUP�DQG�
H[DPLQLQJ�WKH�UHVXOWLQJ�IRUFH�VLJQDWXUH��WKH�UHVHDUFKHU�
FDQ�FKHFN�WKDW�WKH�D[HV�RI�WKH�IRUFH�SODWIRUP�PDWFK�WKH�
D[HV�RI�WKH�PRWLRQ�FROOHFWLRQ�V\VWHP��'LVSOD\LQJ�VWLFN�
¿JXUHV�RI�WKH�VXEMHFW¶V�PRWLRQ�DORQJ�ZLWK�WKH�V\QFKUR�
QL]HG�IRUFH�VLJQDWXUH�FDQ�DOVR�EH�XVHG�DV�D�YDOLGDWLRQ�
FKHFN��7KH� IRUFH�VLJQDWXUH¶V�YHFWRUV� VKRXOG�DSSHDU� WR�
EH�V\QFKURQL]HG�LQ�WLPH�DQG�VSDFH�EHQHDWK�WKH�VXEMHFW¶V�
IRRW��)LJXUH������LOOXVWUDWHV�FRUUHFW�DQG�LQFRUUHFW�VSDWLDO�
V\QFKURQL]DWLRQ�RI�WKH�IRUFHV�GXULQJ�ZDONLQJ�

$QRWKHU�ZD\� RI� FRPELQLQJ�*5)V� LV� WR� DYHUDJH� D�
VHULHV�RI�VLJQDOV�IURP�WKH�VDPH�VXEMHFW�RU�DFURVV�VHYHUDO�
VXEMHFWV��$YHUDJLQJ�WKH�IRUFHV�LV�QRW�GLI¿FXOW��DOWKRXJK�
HDFK� IRUFH� WLPH� VHULHV� LV� RI� D� GLIIHUHQW� GXUDWLRQ��%\�
VWDQGDUGL]LQJ�WKH�WLPH�EDVH�WR�SHUFHQWDJHV�RI�WKH�IRRWIDOO�
GXUDWLRQ��RIWHQ�FDOOHG�WKH�stance phase��ZH�FDQ�DYHUDJH 
WKH�YDULRXV�WULDOV��VHH�FKDSWHU���IRU�GHWDLOV�RQ�HQVHPEOH�
DYHUDJLQJ���2I� FRXUVH�� WKH� UHVXOWLQJ� DYHUDJHV� DUH� QR�
ORQJHU�WLPH�EDVHG��WKH\�DUH�LQVWHDG�SHUFHQWDJHV�RI�WKH�
VWDQFH�SKDVH�

E5144/Robertson/Fig4.21/414910,415124,125,126/alw/r1-pulled 
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 ŸFigure 4.21 Four different representations of a force signature for different combinations of directions of 
the horizontal force and center of pressure. The correct pattern is (a); both the horizontal forces and centers of 
pressure are reversed in (b); only the horizontal forces are reversed in (c); and in (d) only the horizontal centers 
of pressure are reversed.

Pressure Distribution Sensors
:H�KDYH�GLVFXVVHG�IRUFH�DV�D�YHFWRU�TXDQWLW\�FKDUDFWHU�
L]HG�E\�PDJQLWXGH��GLUHFWLRQ��DQG�SRLQW�RI�DSSOLFDWLRQ��
7KLV�YLHZSRLQW�LV�D�PDWKHPDWLFDO�FRQVWUXFW�XVHIXO�IRU�WKH�
GHVFULSWLRQ�DQG�DSSOLFDWLRQ�RI�1HZWRQ¶V�ODZV�RI�PRWLRQ��
8VXDOO\�� D� IRUFH� LV� GLVWULEXWHG�RYHU� DQ� DUHD�RI� FRQWDFW�
UDWKHU�WKDQ�FRQFHQWUDWHG�DW�RQH�VSHFL¿F�SRLQW�RI�DSSOLFD�
WLRQ��)RU�H[DPSOH��D�*5)�YHFWRU�KDV�D�&23�SRLQW�ORFDWLRQ��
EXW�LQ�UHDOLW\�DQ�HYHU�FKDQJLQJ�DUHD�RI�WKH�VKRH¶V�VROH�LV�
LQ�FRQWDFW�ZLWK�WKH�JURXQG�DW�DQ\�JLYHQ�WLPH�GXULQJ�D�
VWDQFH��7KH�IRUFH�YHFWRU�LV�LQ�IDFW�GLVWULEXWHG�RYHU�WKLV�
FRQWDFW�DUHD��DQG�LWV�GLVWULEXWLRQ�FDQ�EH�DQDO\]HG�XVLQJ�
WKH�FRQFHSW�RI�pressure��GH¿QHG�DV�WKH�IRUFH�SHU�XQLW�DUHD�
DQG�H[SUHVVHG�LQ�QHZWRQV�SHU�VTXDUH�PHWHU��1�P����DOVR�
FDOOHG�SDVFDOV��3D��DOWKRXJK�NLORSDVFDOV�>N3D@�DUH�PRUH�
FRPPRQ���7KLV�FDQ�EH�FRQFHSWXDOL]HG�DV�DQ�DUUD\�RI�IRUFH�
YHFWRUV�GLVWULEXWHG�HYHQO\�DFURVV�WKH�DUHD�RI�FRQWDFW��HDFK�
RQH�DSSOLHG�WR�D�XQLW�VXUIDFH�DUHD��H�J�����PP����6RPH�
IRUFHV�ZLWKLQ�WKLV�DUUD\�DUH�ODUJHU�WKDQ�RWKHUV��WKH�RYHUDOO�
SDWWHUQ�RI�WKHVH�IRUFH�YHFWRUV�FRQVWLWXWHV�WKH�IRUFH�GLVWUL�
EXWLRQ�DFURVV�WKH�FRQWDFW�DUHD��7KH�VXPPDWLRQ�RI�WKHVH�
GLVWULEXWHG� IRUFHV� HTXDOV� WKH�PDJQLWXGH�RI� WKH�RYHUDOO�
IRUFH�YHFWRU�PHDVXUHG�ZLWK�D�IRUFH�SODWH�

0HDVXUHPHQW�RI�SUHVVXUH�GLVWULEXWLRQ�RYHU�DQ�DUHD�
LV�SRVVLEOH�ZLWK�WKH�XVH�RI�capacitance RU�conductance 
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VHQVRUV��7KHVH�VHQVRUV�FRQVLVW�RI�PXOWLOD\HUHG�PDWHUL�
DOV� WKDW�FDQ�FRQVWLWXWH�SDUW�RI�DQ�HOHFWURQLF�FLUFXLW�� LQ�
PXFK� WKH� VDPH�PDQQHU� DV�ZDV� GHVFULEHG� HDUOLHU� IRU�
IRUFH� WUDQVGXFHUV��&DSDFLWDQFH�VHQVRUV�FRQVLVW�RI� WZR�
HOHFWULFDOO\�FRQGXFWLYH�VKHHWV�VHSDUDWHG�E\�D�WKLQ�OD\HU�
RI�D�QRQFRQGXFWLQJ�GLHOHFWULF�PDWHULDO��:KHQ�D�QRUPDO�
IRUFH� LV� DSSOLHG� WR� WKH� VHQVRU�� WKH� GLHOHFWULF� LV� FRP�
SUHVVHG��UHGXFLQJ�WKH�GLVWDQFH�EHWZHHQ�WKH�WZR�FRQGXFW�
LQJ�VKHHWV�DQG�FKDQJLQJ�WKH�PDJQLWXGH�RI�D�PHDVXUHG�
HOHFWULF�FKDUJH��$SSURSULDWH�FDOLEUDWLRQ�HVWDEOLVKHV�WKH�
UHODWLRQVKLS�EHWZHHQ�WKH�PDJQLWXGHV�RI�WKH�DSSOLHG�IRUFH�
DQG�WKH�VXEVHTXHQW�PHDVXUHG�FXUUHQW��&RQGXFWDQFH�VHQ�
VRUV�DUH�VLPLODU�LQ�FRQVWUXFWLRQ��EXW�D�FRQGXFWLYH�UDWKHU�
WKDQ�GLHOHFWULF�PDWHULDO� VHSDUDWHV� WKH� WZR� FRQGXFWLYH�
VKHHWV��7KH�VHSDUDWLQJ�PDWHULDO�KDV�HOHFWULFDO�SURSHUWLHV�
GLIIHUHQW�IURP�WKRVH�RI�WKH�WZR�VKHHWV�DQG�RIIHUV�VRPH�
UHVLVWDQFH�WR�WKH�ÀRZ�RI�FXUUHQW�EHWZHHQ�WKH�WZR�VKHHWV��
$SSOLFDWLRQ�RI� D� QRUPDO� IRUFH� FDXVHV� FRPSUHVVLRQ�RI�
WKH�PLGGOH�OD\HU��FKDQJLQJ�LWV�HOHFWULFDO�UHVLVWDQFH��7KLV�
DOWHUDWLRQ�LQ�UHVLVWDQFH�FDQ�EH�XVHG�WR�LQYRNH�D�PHDVXU�
DEOH�FKDQJH�LQ�YROWDJH�WKDW�ZLOO�EH�UHODWHG�WR�WKH�DSSOLHG�
IRUFH�PDJQLWXGH��$SSHQGL[�&� JLYHV�PRUH� GHWDLOV� RQ�
HOHFWURQLF�FLUFXLWV��1RWH�WKDW�ERWK�W\SHV�RI�VHQVRUV�DUH�
UHVSRQVLYH� WR� QRUPDO� IRUFHV�� DQG� WKHUHIRUH� KRUL]RQWDO�
VKHDU�IRUFHV�FDQQRW�EH�GHWHFWHG�

&DSDFLWDQFH�DQG�FRQGXFWDQFH�PDWHULDOV�DUH�PDQXIDF�
WXUHG�VR�WKDW�LQGHSHQGHQW�FHOOV�RI�HTXDO�DUHD�DUH�IRUPHG��
DQG�WKH�FLUFXLW�LV�GHVLJQHG�WR�PHDVXUH�WKH�SUHVVXUH�ZLWKLQ�
HDFK�FHOO��7KH�UHVROXWLRQ�RI�WKH�SUHVVXUH�GLVWULEXWLRQ�LV�
GLFWDWHG�E\�WKH�VL]H�RI�WKH�LQGLYLGXDO�FHOOV��W\SLFDOO\�RQ�
WKH�RUGHU�RI�����FP���6KHHWV�RI�WKHVH�PDWHULDOV�FDQ�EH�
IRUPHG� LQWR� SUHVVXUH�PDWV� RU� LQVROHV� WKDW� DUH� SODFHG�

LQVLGH� VKRHV��$SSUR[LPDWHO\� ���� LQGLYLGXDO� SUHVVXUH�
FHOOV�PD\�OLQH�WKH�ERWWRP�RI�WKH�IRRW��7R�H[WUDFW�WKH�GDWD�
IURP�VXFK�D�ODUJH�QXPEHU�RI�FHOOV��LQGLYLGXDO�ZLUHV�ZRXOG�
EH� LPSUDFWLFDO��7KHUHIRUH�� WKH� LQVROHV�DUH�FRQVWUXFWHG�
OLNH� ÀH[LEOH� FLUFXLW� ERDUGV� E\� XVLQJ� WKLQ� FRQGXFWLYH�
VWULSV�ZLWKLQ�WKH�LQVROH�WR�FDUU\�WKH�VLJQDOV�WR�D�VPDOO�
FRQQHFWLQJ� ER[�ZRUQ� QHDU� WKH� VXEMHFW¶V� DQNOH��2WKHU�
V\VWHPV�XVH� LQGLYLGXDO�piezoceramic VHQVRUV� WKDW� DUH�
JOXHG�RQWR�VSHFL¿F�VLWHV�RI�LQWHUHVW��H�J���GLUHFWO\�XQGHU�
WKH�ODWHUDO�KHHO�RU�KHDG�RI�WKH�¿UVW�PHWDWDUVDO�GXULQJ�JDLW�
DQDO\VLV� RI� WKH� IRRW��� )LJXUH������ LOOXVWUDWHV� SUHVVXUH�
GLVWULEXWLRQ�SDWWHUQV�PHDVXUHG�ZLWK�SUHVVXUH�LQVROHV�WKDW�
ZHUH�WDNHQ�IURP�WZR�VSHFL¿F�SRLQWV�ZLWKLQ�WKH�VWDQFH�
SKDVH�RI�D�UXQQHU�

Internal Force Measurement
,Q�PDQ\�FDVHV��LW�LV�RI�LQWHUHVW�WR�NQRZ�WKH�LQWHUQDO�IRUFHV�
DFWLQJ� RQ� LQGLYLGXDO� OLJDPHQWV�� WHQGRQV�� DQG� MRLQWV��
8QIRUWXQDWHO\��PHDVXUHPHQW� RI� WKHVH� LQWHUQDO� IRUFHV�
UHTXLUHV�KLJKO\�LQYDVLYH�WHFKQLTXHV��DOWKRXJK�WKH\�DUH�
FRPPRQO\� XVHG� LQ� DQLPDO� VWXGLHV� �H�J���+HU]RJ� DQG�
/HRQDUG�������DQG�KDYH�EHHQ�XVHG�LQ�D�OLPLWHG�QXPEHU�
RI�KXPDQ�VWXGLHV��H�J���*UHJRU�HW�DO���������$OWKRXJK�LW�LV�
GRXEWIXO�WKDW�WKHVH�LQYDVLYH�SURWRFROV�ZLOO�HYHU�EH�ZLGHO\�
DGRSWHG�IRU�KXPDQ�UHVHDUFK��D�IHZ�RSWLRQV�DUH�PHQWLRQHG�
KHUH��$�OHVV�LQYDVLYH�WHFKQLTXH�LV�WR�XVH�PXVFXORVNHOHWDO�
PRGHOLQJ�WR�HVWLPDWH�WKHVH�IRUFHV�GXULQJ�KXPDQ�PRYH�
PHQWV��VHH�FKDSWHUV���DQG�����

7KH�PRVW�FRPPRQ�WHFKQLTXH�IRU�PHDVXULQJ�IRUFH�LQ�
WHQGRQV��RU�OLJDPHQWV��LV�WKH�EXFNOH�WUDQVGXFHU��ZKLFK�
FRQVLVWV�RI�D�VPDOO�UHFWDQJXODU�IUDPH�WKDW�PRXQWV�RQ�WKH�

E5144/Robertson/Fig4.22/414911/alw/r1-pulled 

Correct Incorrect

 ŸFigure 4.22 Correct and incorrect spatial synchronization of ground reaction force vectors with a stick figure 
representation of the lower-extremity and trunk motion patterns.
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5HVHDUFK� RQ� WKH� ELRPHFKDQLFV� DQG� QHXUDO� FRQWURO� RI�
F\FOLQJ�KDV�EHQH¿WHG�JUHDWO\�IURP�WKH�DGYHQW�RI�LQVWUX�
PHQWHG� SHGDOV� WKDW�PHDVXUH� WKH� IRUFH� YHFWRU� DSSOLHG�
GXULQJ� YDULRXV� F\FOLQJ� FRQGLWLRQV�� 7KLV� VWXG\� XVHG� D�
SHGDO�EDVHG�RQ�SLH]RHOHFWULF�FU\VWDO�WHFKQRORJ\��%URNHU�
DQG�*UHJRU�������WR�H[DPLQH�SHGDO�DQG�FUDQN�NLQHWLFV�
GXULQJ�ERWK� VHDWHG� DQG� VWDQGLQJ�XSKLOO� F\FOLQJ��7KHVH�
DXWKRUV�PHDVXUHG� ERWK�normal forces� DQG� tangential 
forces�DFWLQJ�RQ�WKH�VXUIDFH�RI�WKH�SHGDO�DV�HOLWH�F\FOLVWV�
FOLPEHG�D�VLPXODWHG����JUDGH�LQ�D�ODERUDWRU\��$�XQLTXH�
DVSHFW�RI�PHDVXULQJ�SHGDO�IRUFHV�LV�WKDW�WKH�WUDQVGXFHU�
RULHQWDWLRQ�FKDQJHV�DV�WKH�VXEMHFW�PDQLSXODWHV�KLV�IRRW�
SRVLWLRQ��XQOLNH�D�IRUFH�SODWIRUP�ULJLGO\�HPEHGGHG�LQ�D�
ODERUDWRU\�ÀRRU��%\�PHDVXULQJ�WKH�DQJOH�RI�WKH�SHGDO�ZLWK�
NLQHPDWLF�PDUNHUV��WKH�QRUPDO�DQG�WDQJHQWLDO�IRUFHV�ZHUH�

WUDQVIRUPHG�LQWR�D�*&6��L�H���YHUWLFDO�DQG�KRUL]RQWDO�IRUFH�
FRPSRQHQWV���7KH�IRUFHV�ZHUH�IXUWKHU�WUDQVIRUPHG�LQWR�
FRPSRQHQWV�WKDW�DFWHG�SHUSHQGLFXODUO\�DQG�SDUDOOHO�WR�WKH�
FUDQN�DUP�DV�LW�URWDWHG�WKURXJK�D�FRPSOHWH������UHYROX�
WLRQ��7KH�SHUSHQGLFXODU�IRUFH�FRPSRQHQWV�ZHUH�FRQVLG�
HUHG�HIIHFWLYH�EHFDXVH�WKH\�FRQWULEXWHG�WR�FUDQN�WRUTXH�
�T = Fd��ZKHUH�d UHSUHVHQWV�WKH�OHQJWK�IURP�WKH�SHGDO�WR�
WKH�FUDQN�D[OH��WR�SURSHO�WKH�ELF\FOH��7KH�PDJQLWXGH�DQG�
SDWWHUQ�RI�FUDQN�WRUTXH�ZHUH�DOWHUHG�VXEVWDQWLDOO\�ZKHQ�
WKH�VXEMHFWV�FKDQJHG�IURP�D�VHDWHG�WR�D�VWDQGLQJ�SRVWXUH�
�¿JXUH��������7KLV�ZDV�DWWULEXWHG�WR�PRUH�HIIHFWLYH�XVH�RI�
JUDYLWDWLRQDO�IRUFH�LQ�SDUWV�RI�WKH�FUDQN�F\FOH�DVVRFLDWHG�
ZLWK�XSZDUG�DQG�IRUZDUG�PRYHPHQW�RI�WKH�VXEMHFW¶V�FHQWHU�
RI�PDVV�DV�KH�URVH�IURP�WKH�VDGGOH�

E5144/Robertson/Fig4.23/414912/alw/r2-pulled 
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 ŸFigure 4.23 The top panel illustrates that instrumented pedals measure forces relative to a pedal reference 
system. In a sagittal view, the forces are measured in a manner tangential (FT) and normal (FN) to the pedal surface. 
By accounting for the pedal angle, ), the investigator can transform these forces into the GCS for registration of 
vertical (FV) and horizontal (FH) force components. The pedal forces can be used to calculate the torque exerted 
about the crank, which is the propelling force for the bicycle. The crank torque pattern over one complete crank 
arm revolution (360˚) is shown in the bottom panel for a subject climbing a hill while seated and while standing.
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WHQGRQ�DQG�D�WUDQVYHUVH�VWHHO�EHDP�WKDW�UHVWV�DJDLQVW�WKH�
WHQGRQ��¿JXUH��������6WUDLQ�JDXJHV�FKDQJH�WKHLU�HOHFWULFDO�
UHVLVWDQFH�ZKHQ�WKH�WHQGRQ�WUDQVPLWV�IRUFH�DQG�GHIRUPV�
WKH�WUDQVYHUVH�EHDP��)RU�DQLPDO�SUHSDUDWLRQV��WKH�WUDQV�
GXFHU�FDQ�EH�VXUJLFDOO\�LQVHUWHG�DQG�WKH�ZRXQG�DOORZHG�
WR�KHDO��ZLWK�WKH�WKLQ�HOHFWULFDO�ZLUHV�XVHG�WR�FDUU\�WKH�
VLJQDOV�WKURXJK�WKH�VNLQ�WR�DVVRFLDWHG�H[WHUQDO�FLUFXLWU\�
VWLOO�H[SRVHG��$�VLPLODU�DSSURDFK�KDV�EHHQ�XVHG�LQ�WKH�
IHZ�KXPDQ� VWXGLHV�� DOWKRXJK� OLWWOH� KHDOLQJ� WLPH�ZDV�
SHUPLWWHG��WKH�WUDQVGXFHU�LQVHUWLRQ��H[SHULPHQWDO�GDWD�
FROOHFWLRQ��DQG�WUDQVGXFHU�UHPRYDO�ZHUH�SHUIRUPHG�DOO�
LQ���GD\��*UHJRU�HW�DO���������2WKHU�WUDQVGXFHU�GHVLJQV�
LQFOXGH�IRLO�VWUDLQ�JDXJHV�RU�OLTXLG�PHWDO�JDXJH�WUDQVGXF�
HUV��ZKLFK�DUH�VPDOO�WXEHV�¿OOHG�ZLWK�D�FRQGXFWLYH�OLTXLG�
PHWDO�WKDW�FDQ�EH�LQVHUWHG�ZLWKLQ�D�OLJDPHQW��$[LDO�VWUDLQ�

LQ�WKH�OLJDPHQW�FDXVHV�WKH�WXEH�WR�HORQJDWH�DQG�EHFRPH�
WKLQQHU��WKHUHE\�DOWHULQJ�WKH�HOHFWULFDO�UHVLVWDQFH�DIIRUGHG�
E\�WKH�OLTXLG�PHWDO��/DPRQWDJQH�HW�DO���������$QRWKHU�
GHYLFH�LV�WKH�Hall-effect transducer��ZKLFK�FRQVLVWV�RI�
D�VPDOO��PDJQHWL]HG�URG�DQG�D�WXEH�FRQWDLQLQJ�D�+DOO�
JHQHUDWRU��$V�D�IRUFH�LV� LPSRVHG�RQ�D�WHQGRQ�� WKH�URG�
PRYHV�ZLWK�UHVSHFW�WR�WKH�WXEH��FDXVLQJ�WKH�+DOO�JHQHUD�
WRU�WR�SURGXFH�D�YROWDJH��)LQDOO\��WKH�XVH�RI�¿EHU�RSWLF�
WUDQVGXFHUV�KDV�HQDEOHG�PHDVXUHPHQW�RI�IRUFHV�LQ�ODUJH��
VXSHU¿FLDO�WHQGRQV��.RPL�HW�DO��������

Isovelocity Dynamometers
2QH�RI�WKH�PRVW�FRPPRQO\�XVHG�VWUHQJWK�WHVWLQJ�GHYLFHV�
LV�WKH�isokinetic dynamometer��ZKLFK�WHVWV�WKH�PXVFXODU�
VWUHQJWK� FDSDELOLWLHV� RI� SDWLHQWV� DQG� DWKOHWHV� LQ� GLI�
IHUHQW� VWDJHV�RI� UHFRYHU\�� WUDLQLQJ�� DQG� UHKDELOLWDWLRQ��
7KHVH�PDFKLQHV�ZHUH�GHVLJQHG�WR�PHDVXUH�WKH�WRUTXH�D�
VXEMHFW�SURGXFHV�DW�D�VLQJOH�MRLQW�XQGHU�VXFK�FRQWUROOHG�
NLQHPDWLF�FRQGLWLRQV�DV�isometric��D�¿[HG�MRLQW�DQJXODU�
SRVLWLRQ���isotonic��FRQVWDQW�IRUFH�RU�PRPHQW�RI�IRUFH���
DQG� isovelocity� �D� SUHGHWHUPLQHG� FRQVWDQW� DQJXODU�
YHORFLW\���,Q�JHQHUDO��WKH�WRUTXH�SURGXFHG�GXULQJ�WKHVH�
PXVFXODU�HIIRUWV�FKDQJHV�FRQWLQXRXVO\��DOWKRXJK�WKH�WHUP�

E5144/Robertson/Fig4.24/414913,415127/alw/r1-pulled 
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 ŸFigure 4.24 Two in-shoe pressure patterns from the left foot at different times in the stance phase of running.
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 ŸFigure 4.25 Buckle-style muscle force trans-
ducer. Note that the muscle and transducer are not 
drawn to scale; muscle is much larger.
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isokinetic PHDQV�³VDPH� IRUFH´�RU�³VDPH� WRUTXH�́ �7KH�
WHUP�isovelocity �³VDPH�YHORFLW\´��LV�WKHUHIRUH�SUHIHUUHG�
�%REEHUW�DQG�YDQ�,QJHQ�6FKHQDX�������&KDSPDQ��������
7KH�G\QDPLF�LVRYHORFLW\�FRQGLWLRQV�DUH�IXUWKHU�FDWHJR�
UL]HG� LQWR�concentric��ZKHQ� WKH�PXVFOHV� FURVVLQJ� WKH�
MRLQW�VKRUWHQ��DQG�eccentric��ZKHQ�WKH�PXVFOHV�OHQJWKHQ�

$OWKRXJK� WKHUH� DUH� VHYHUDO� FRPPHUFLDO� G\QDPRP�
HWHUV��VRPH�UHVHDUFK�ODERUDWRULHV�KDYH�FKRVHQ�WR�EXLOG�
WKHLU�RZQ�WR�JLYH�WKHP�EHWWHU�FRQWURO�RYHU�WKH�PDFKLQH¶V�
VSHFL¿FDWLRQV��H�J���LWV�PD[LPDO�URWDWLRQDO�YHORFLW\���,Q�
HLWKHU�FDVH��WKH�PDFKLQHV�SHUPLW�D�VXEMHFW�WR�DSSO\�WRUTXH�
WR�WKH�G\QDPRPHWHU�XVLQJ�D�VLQJOH��LVRODWHG�MRLQW��7KH�
VXEMHFW�LV�XVXDOO\�VHDWHG�ZLWK�WKH�PRUH�GLVWDO�VHJPHQW�
RI� WKH� MRLQW� DWWDFKHG� WR� D� VROLG�PHWDO� EDU� WKDW� URWDWHV�
DERXW�D�¿[HG�D[LV�RI�URWDWLRQ��¿JXUH��������7KH�VXEMHFW�
HLWKHU�JUDVSV� WKH�EDU�E\� LWV�KDQGOH�RU�DSSOLHV� IRUFH� WR�
D�SDGGHG�SODWH�DWWDFKHG�WR�LW��$�VHULHV�RI�VWUDSV�¿UPO\�
DI¿[� WKH� GLVWDO� VHJPHQW� WR� WKH� SDGGHG� SODWH� DQG� WKH�
SUR[LPDO�VHJPHQW�DQG�WUXQN�WR�WKH�VHDW��7KLV�SUHYHQWV�
H[WUDQHRXV�PRYHPHQW�DQG�HQVXUHV�WKDW�RQO\�WKH�PXVFOHV�
VXUURXQGLQJ�WKH�WHVWHG�MRLQW�JHQHUDWH�WKH�IRUFH�DSSOLHG�
WR�WKH�EDU��,W�LV�LPSRUWDQW�WR�SRVLWLRQ�WKH�VXEMHFW�ZLWK�WKH�
MRLQW�DQG�PDFKLQH�DUP�D[HV�RI�URWDWLRQ�DOLJQHG��EHFDXVH�
PLVDOLJQPHQW�FDQ�FDXVH�HUURUV�LQ�WKH�PHDVXUHPHQW�RI�
WKH�MRLQW�WRUTXH��+HU]RJ��������,Q�VRPH�FDVHV��WKH�WRUTXH�
LV�PHDVXUHG�ZLWK�D�WRUTXH�WUDQVGXFHU�HOHPHQW�EXLOW�LQWR�
WKH�SK\VLFDO�D[LV�RI�URWDWLRQ�RI�WKH�EDU��,Q�RWKHU�GHVLJQV��
D�IRUFH�VHQVRU�LV�SODFHG�EHWZHHQ�WKH�EDU�DQG�WKH�SDGGHG�
SODWH��DQG�WRUTXH�LV�FDOFXODWHG�IURP�WKH�UHFRUGHG�IRUFH�

DQG�WKH�SHUSHQGLFXODU�GLVWDQFH�IURP�WKH�SODWH�WR�WKH�D[LV�
RI�URWDWLRQ��$�SRWHQWLRPHWHU�EXLOW�LQWR�WKH�D[LV�RI�URWDWLRQ�
PHDVXUHV�WKH�DQJOH��DQG�LQ�VRPH�PDFKLQHV�D�WDFKRPHWHU�
LQGHSHQGHQWO\�PHDVXUHV�DQJXODU�YHORFLW\�

:LWKLQ�WKH�UHVHDUFK�FRPPXQLW\��G\QDPRPHWHUV�DUH�
XVHG�PRVW� RIWHQ� WR� VWXG\� WKH� torque-angle (T-$) DQG�
torque–angular velocity (T-%) UHODWLRQVKLSV� IRU� LQGL�
YLGXDO� MRLQWV��7KH� LVRPHWULF�T�$� UHODWLRQ� LV� JHQHUDWHG�
IURP�D� VHULHV�RI�PXVFXODU� HIIRUWV� SHUIRUPHG�ZLWK� WKH�
G\QDPRPHWHU�EDU�¿[HG��L�H���DW�YHORFLW\�HTXDO�WR�]HUR��LQ�
YDULRXV�DQJXODU�SRVLWLRQV��%HJLQQLQJ�IURP�UHVW�LQ�HDFK�
SRVLWLRQ��WKH�VXEMHFW�LV�HQFRXUDJHG�WR�SURGXFH�PD[LPDO�
MRLQW�WRUTXH�DJDLQVW�WKH�SDGGHG�SODWH�RI�WKH�PDFKLQH�EDU�
VR�WKDW�WKH�DSSOLHG�WRUTXH�ZLOO�LQFUHDVH�IURP�]HUR�WR�D�
PRUH�RU�OHVV�VWHDG\�SODWHDX�OHYHO��¿JXUH�����a)��$YHUDJ�
LQJ� D� VHFWLRQ�RI� WKH� WRUTXH�SODWHDX�JHQHUDWHV� D� VLQJOH�
SRLQW� LQ� WKH� LVRPHWULF�T-$� UHODWLRQ� �L�H��� WKH�PD[LPDO�
LVRPHWULF�WRUTXH�YDOXH�DW�WKDW�VSHFL¿F�DQJOH���5HSHDWLQJ�
WKLV�SURFHGXUH�DW�GLIIHUHQW�DQJXODU�SRVLWLRQV�JHQHUDWHV�D�
VHULHV�RI�SRLQWV�WKDW�GH¿QH�WKH�MRLQW¶V�PD[LPDO�LVRPHWULF�
FDSDELOLWLHV�DFURVV�WKH�UDQJH�RI�PRWLRQ��¿JXUH�����b���7KH�
UHDVRQV�WKDW�WKH�PD[LPDO�LVRPHWULF�WRUTXH�YDULHV�ZLWK�
MRLQW�DQJOH�LQFOXGH�WKH�PXVFXODU�IRUFH�OHQJWK�UHODWLRQVKLS�
�VHH�FKDSWHU�����WKH�FKDQJH�LQ�PXVFOH�PRPHQW�DUP�ZLWK�
DQJOH�� DQG� WKH� DELOLW\� WR� FRPSOHWHO\� DFWLYDWH�PXVFOHV�
LQ�DOO� MRLQW�SRVLWLRQV��$OVR��SDVVLYH�VWUXFWXUHV�VXFK�DV�
OLJDPHQWV�DQG�ERQ\�FRQWDFW�SRLQWV�PD\�SURGXFH�WRUTXH�
DW� WKH� H[WUHPHV� RI� MRLQW�PRWLRQ�� DGGLQJ� WR� WKH� DFWLYH�
FRQWULEXWLRQV�RI�WKH�PXVFOHV�WKHPVHOYHV�

$�VLPLODU�SURWRFRO�LV�XVHG�WR�GHWHUPLQH�WKH�G\QDPLF�
WRUTXH±DQJXODU�YHORFLW\�UHODWLRQVKLS�DW�D� MRLQW�� ,Q� WKLV�
FDVH��WKH�VXEMHFW�SHUIRUPV�D�VHULHV�RI�PD[LPDO�PXVFX�
ODU� HIIRUWV�ZKLOH� WKH� G\QDPRPHWHU� EDU� LV� FRQVWUDLQHG�
WR�PRYH�DW�RU�EHORZ�D�SUHGHWHUPLQHG�DQJXODU�YHORFLW\�
�H�J�������V���%HJLQQLQJ�DW�D�VHW�DQJOH�IURP�UHVW��WKH�VXE�
MHFW�H[HUWV�PD[LPDO�HIIRUW�DJDLQVW�WKH�EDU��7KH�DSSOLHG�
WRUTXH�FDXVHV�WKH�EDU�WR�URWDWH��DQG�LI�WKH�VXEMHFW�H[HUWV�
HQRXJK�WRUTXH��WKH�EDU�DWWDLQV�WKH�SUHGHWHUPLQHG�YHORF�
LW\��7KH�WRUTXH�SUR¿OH�KHUH��¿JXUH�����a��LV�TXLWH�GLIIHU�
HQW�IURP�LQ�WKH�LVRPHWULF�FDVH��EHFDXVH�LW�ULVHV�WR�D�SHDN�
YDOXH�DQG�WKHQ�IDOOV��5HFRUGLQJ�WKH�SHDN�WRUTXH�DQG�WKH�
DQJXODU� YHORFLW\� JLYHV� RQH�SRLQW� IRU� WKH�T-%� UHODWLRQ��
DQG�WKH�FRPSOHWH�MRLQW�T-%�FDSDELOLW\�FDQ�EH�DVFHUWDLQHG�
E\�SHUIRUPLQJ� UHSHDWHG� WULDOV� DFURVV� D�ZLGH� UDQJH�RI�
DQJXODU�YHORFLWLHV��¿JXUH�����b���$V�ZLWK�WKH�LVRPHWULF�
T-$�UHODWLRQ��VHYHUDO�UHDVRQV�FDQ�DFFRXQW�IRU�WKH�YDULD�
WLRQ�LQ�WRUTXH�SRWHQWLDO�ZLWK�DQJXODU�YHORFLW\��WKH�PRVW�
LPSRUWDQW�RI�ZKLFK�LV�WKH�IRUFH�YHORFLW\�FKDUDFWHULVWLFV�
RI�WKH�PXVFOHV�FURVVLQJ�WKH�WHVWHG�MRLQW��VHH�FKDSWHU����

$�QXPEHU�RI�LVVXHV�PXVW�EH�FRQVLGHUHG�ZKHQ�FROOHFW�
LQJ�GDWD�ZLWK�DQ�LVRYHORFLW\�G\QDPRPHWHU��VHH�+HU]RJ�
�������,I�WKH�PRYHPHQW�WDNHV�SODFH�ZLWKLQ�D�VDJLWWDO�SODQH��
WKH�GLVWDO� VHJPHQW�DQG�G\QDPRPHWHU�DUP�ZLOO�FKDQJH�
WKHLU�RULHQWDWLRQV�ZLWK�UHVSHFW�WR�JUDYLW\�DV�WKH�PRYHPHQW�
XQIROGV��7KH�ERG\�VHJPHQW�DQG�G\QDPRPHWHU�DUP�ERWK� ŸFigure 4.26 Subject in an isokinetic dynamometer.
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KDYH�D�¿QLWH�ZHLJKW�DQG�ZLOO�DIIHFW�WKH�PHDVXUHG�MRLQW�
WRUTXH��:LQWHU�HW�DO���������0RVW�FRPPHUFLDO�G\QDPRP�
HWHUV�LQFOXGH�D�JUDYLW\�FRUUHFWLRQ�RSWLRQ�IRU�KDQGOLQJ�WKLV�
VLWXDWLRQ��$QRWKHU�FRQVLGHUDWLRQ�LV�WKH�VSHHG�DW�ZKLFK�WKH�
G\QDPRPHWHU�EDU�LV�PRYLQJ��$OWKRXJK�PRYLQJ�WKH�VHJ�
PHQW�DQG�EDU�DW�D�FRQVWDQW�DQJXODU�YHORFLW\�LV�WKH�JRDO��WKH�
PRYHPHQW�E\�QHFHVVLW\�EHJLQV�DQG�HQGV�ZLWK�D�YHORFLW\�
RI�]HUR��7KLV�PHDQV�WKDW�WKHUH�DUH�SHULRGV�RI�DFFHOHUDWLRQ�
DQG�GHFHOHUDWLRQ�ZLWKLQ�HDFK�H[SHULPHQWDO�WULDO�DQG�RQO\�D�
¿QLWH�OHQJWK�RI�WLPH�DQG�PRYHPHQW�DW�WKH�GHVLUHG�FRQVWDQW�
YHORFLW\��$FFHOHUDWLRQ�SHULRGV�FDQ�SURGXFH�XQGHVLUDEOH�
LQHUWLDO� ORDGV� DQG� DQ�RYHUVKRRW�SKHQRPHQRQ��)XUWKHU�
PRUH��EHFDXVH�WKH�EDU�LV�FRQVWUDLQHG�WR�PRYH�DW�RU�EHORZ�
D�VHW�YHORFLW\��LQ�VRPH�WULDOV�WKH�VXEMHFW�PD\�EH�XQDEOH�WR�
DFKLHYH�WKH�GHVLUHG�WDUJHW�YHORFLW\��7KH�H[SHULPHQWDO�GDWD�
UHFRUGV�VKRXOG�EH�H[DPLQHG�FDUHIXOO\�WR�HQVXUH�WKDW�WKH�
FRQGLWLRQV�XQGHU�ZKLFK�WKH�WRUTXH�LV�DWWDLQHG�DUH�FRUUHFW�
IRU�WKH�UHVHDUFK�TXHVWLRQV�EHLQJ�SRVHG�

$�VHFRQG�JURXS�RI�FRQFHUQV�LQYROYHV�WKH�PHDQLQJ�RI�
WKH� GDWD� H[WUDFWHG� IURP� WKH� H[SHULPHQWDO� UHFRUGV��7KH�
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 ŸFigure 4.27 (a) A typical isometric maximal effort contraction at a fixed angular position ($ = 60°). (b) A 
typical T-$ relation for the extensor muscles of the knee joint. Each data point (T) was taken from a maximal 
effort isometric contraction at a fixed angular position ($).

T�$� DQG�T�%� UHODWLRQVKLSV� FOHDUO\� LOOXVWUDWH� WKDW� WRUTXH�
SRWHQWLDO�YDULHV�LVRPHWULFDOO\�DV�D�IXQFWLRQ�RI�DQJOH�DQG�
G\QDPLFDOO\� DV� D� IXQFWLRQ� RI� YHORFLW\��$OWKRXJK� WKHVH�
UHODWLRQVKLSV�DUH�IRXQG�XVLQJ�WZR�GLIIHUHQW�WHVW�SURWRFROV�
�L�H���RQH�VWDWLF�DQG�RQH�G\QDPLF���LW�KDV�EHHQ�QRWHG�WKDW�
XQGHUO\LQJ�PXVFXODU�SURSHUWLHV�DUH�³LQ�HIIHFW´�GXULQJ�DOO�
H[SHULPHQWDO�WULDOV��7KH�WRUTXH�DQJOH�UHODWLRQVKLS�VKRXOG�
EH�WDNHQ�LQWR�DFFRXQW�ZKHQ�DVVHVVLQJ�WKH�G\QDPLF�WRUTXH�
YHORFLW\�UHODWLRQ�WR�HQVXUH�WKDW�YDULDWLRQ�LQ�SHDN�WRUTXH�
DW� GLIIHUHQW� YHORFLWLHV� LV� QRW� SDUWO\� WKH� UHVXOW� RI� SHDNV�
RFFXUULQJ�DW�GLIIHUHQW�DQJXODU�SRVLWLRQV��,QGHHG��LQ�SODQWDU�
ÀH[LRQ��SHDN�WRUTXH�RFFXUV�DW�SURJUHVVLYHO\�JUHDWHU�DQJOHV�
DV�FRQFHQWULF�YHORFLW\�LQFUHDVHV��%REEHUW�DQG�YDQ�,QJHQ�
6FKHQDX��������2QH�PHWKRG�XVHG�WR�SUHYHQW�WKLV�SUREOHP�
LV�WR�PHDVXUH�WKH�WRUTXH�DW�RQH�VSHFL¿F�DQJOH��UHJDUGOHVV�
RI�ZKHWKHU�D�SHDN�RFFXUUHG�LQ�WKH�WRUTXH�WLPH�UHFRUG��H�J���
)URHVH�DQG�+RXVWRQ��������$OWKRXJK�WKLV�VHHPV�VHQVLEOH��
LW� LV�ÀDZHG�EHFDXVH�RI� WKH�SDVVLYH� VHULHV� HODVWLFLW\� WKDW�
UHVLGHV�LQ�PXVFOH��+LOO��������7KLV�VHULHV�HODVWLF�FRPSRQHQW�
FKDQJHV�OHQJWK�LI�WKH�WRUTXH�HLWKHU�ULVHV�RU�IDOOV�ZKHQ�WKH�
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 ŸFigure 4.28 (a) A typical dynamic maximal effort contraction at a fixed angular velocity (% = 60°/s). (b) 
A typical dynamic T-% relation for the knee extensors. Each data point (T) represents the peak torque from a 
maximal effort isovelocity contraction at a fixed angular velocity (%).
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 ŸFigure 4.29 Standardized dynamic T-% relation for the knee extensors (from figure 4.28). Each data point (T) 
represents the peak torque from a maximal effort isovelocity contraction at a fixed angular velocity (%). However, 
to account for the occurrence of each peak torque at a different angular position, each “raw” torque has been 
divided by the isometric maximum (T0) for the angle at which the peak occurred.
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DQJOH�VSHFL¿F�PHDVXUHPHQW� LV� WDNHQ��PHDQLQJ� WKDW� WKH�
IRUFH�JHQHUDWLQJ� VWUXFWXUHV�ZLWKLQ� WKH�PXVFOHV� DUH� QRW�
DW� WKH� VDPH�YHORFLW\� DV� UHJLVWHUHG�E\� WKH�G\QDPRPHWHU�
�&DOGZHOO�HW�DO���������$�EHWWHU�DSSURDFK�LV� WR�HVWDEOLVK�
WKH� LVRPHWULF�T�$ UHODWLRQ� DQG� WKHQ� H[SUHVV� HDFK� SHDN�
WRUTXH�IRXQG�GXULQJ�WKH�G\QDPLF�WULDOV�DV�D�SHUFHQWDJH�RI�
WKH�LVRPHWULF�YDOXH�IRU�WKH�DQJOH�DW�ZKLFK�WKH�SHDN�WRUTXH�
RFFXUUHG��6XFK�D�VFDOHG�T-%�UHODWLRQVKLS�LV�VKRZQ�LQ�¿JXUH�
�����IRU�WKH�³UDZ´�T-%�UHODWLRQVKLS�VKRZQ�LQ�¿JXUH������

SUMMARY
,Q�WKLV�FKDSWHU��ZH�LQWURGXFHG�WKH�FRQFHSWXDO�EDVLFV�IRU�
XQGHUVWDQGLQJ�1HZWRQ¶V�ODZV�RI�PRWLRQ�DQG�KRZ�WKHVH�

ODZV�FDQ�EH�XVHG�WR�VWXG\�KXPDQ�PRWLRQ��2I�LPSRUWDQFH�
DUH�WKH�FRQFHSWV�RI�IRUFH�DSSOLHG�WR�SDUWLFOHV�DQG�IRUFHV�
DQG�PRPHQWV�RI� IRUFH�DSSOLHG� WR� ULJLG�ERGLHV�DQG� WKH�
UHVXOWLQJ�OLQHDU�DQG�DQJXODU�HIIHFWV��)UHH�ERG\�GLDJUDPV�
ZHUH� LQWURGXFHG� DV� D�ZD\� RI� YLVXDOL]LQJ� V\VWHPV� LQ�
ZKLFK�PXOWLSOH�IRUFHV�DFW��7KH�PHDVXUHPHQW�RI�IRUFHV�
ZDV�GLVFXVVHG��LQFOXGLQJ�WKH�W\SHV�RI�IRUFH�WUDQVGXFHUV�
PRVW�FRPPRQO\�XVHG�LQ�ELRPHFKDQLFV��5HDGHUV�VKRXOG�
QRZ�EH�DEOH�WR�XQGHUVWDQG�KRZ�IRUFHV�DUH�PHDVXUHG�LQ�
ELRPHFKDQLFV�UHVHDUFK�DQG�VKRXOG�EH�DEOH�WR�XQGHUWDNH�
WKHLU�RZQ�IRUFH�DQG�WRUTXH�PHDVXUHPHQWV�LI�WKH�SURSHU�
HTXLSPHQW�LV�DYDLODEOH�
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Chapter 5

Two-Dimensional  
Inverse Dynamics
Saunders N. Whittlesey and D. Gordon E. Robertson

Inverse dynamics is the specialized branch of 
mechanics that bridges the areas of kinematics 
and kinetics. It is the process by which forces and 

moments of force are indirectly determined from the 
kinematics and inertial properties of moving bodies. 
Direct dynamics, in contrast, determines the motion 
of bodies under the influence of applied forces. In 
principle, inverse dynamics also applies to stationary 
bodies, but usually it is applied to bodies in motion. It 
derives from Newton’s second law, where the resultant 
force is partitioned into known and unknown forces. 
The unknown forces are combined to form a single net 
force that can then be solved. A similar process is done 
for the moments of force so that a single net moment of 
force is computed. This chapter

 Ź GH¿QHV�WKH�SURFHVV�RI�LQYHUVH�G\QDPLFV�IRU�SODQDU�
motion analysis,

 Ź presents the standard method for numerically 
computing the internal kinetics of planar human 
movements,

 Ź describes the concept of general plane motion,
 Ź outlines the method of sections for individually 
analyzing components of a system or segments of 
a human body,

 Ź outlines how inverse dynamics aids research of joint 
mechanics, and

 Ź examines applications of inverse dynamics in bio-
mechanics research.

Inverse dynamics of human movement dates to the 
seminal work of Wilhelm Braune and Otto Fischer 
between 1895 and 1904. These works were later revisited 
by Herbert Elftman for his research on walking (1939a, 
1939b) and running (1940). Little follow-up research 

was conducted until Bresler and Frankel (1950) con-
ducted further studies of gait in three dimensions (3-D) 
and Bresler and Berry (1951) expanded the approach to 
include the powers produced by the ankle, knee, and hip 
moments during normal, level walking. Because Bresler 
and Frankel’s 3-D approach measured the moments of 
force against a Newtonian or absolute frame of reference, 
they could not determine the contributions made by the 
ÀH[RUV�RU�H[WHQVRUV�RI�D�MRLQW�YHUVXV�WKH�DEGXFWRUV�DQG�
adductors (a problem since solved by the 3-D methods 
described in chapter 7).

Few inverse dynamics studies of human motion 
were conducted until the 1970s, when new research was 
spurred by the advent of commercial force platforms to 
measure the ground reaction forces (GRFs) during gait 
and inexpensive computers to provide the necessary pro-
cessing power. Another important development has been 
the recent propagation of automated and semiautomated 
motion-analysis systems based on video or infrared 
camera technologies, which greatly decrease the time 
required to process the motion data.

Inverse dynamics studies have since been carried 
out on such diverse movements as lifting (McGill and 
Norman 1985), skating (Koning et al. 1991), jogging 
(Winter 1983a), race walking (White and Winter 1985), 
sprinting (Lemaire and Robertson 1989), jumping (Ste-
fanyshyn and Nigg 1998), rowing (Robertson and Fortin 
1994; Smith 1996), and kicking (Robertson and Mosher 
1985), to name a few. Yet inverse dynamics has not been 
applied to many fundamental movements: swimming 
and skiing, because of the unknown external forces of 
ZDWHU�DQG�VQRZ��RU�EDWWLQJ��SXFN�VKRRWLQJ��DQG�JRO¿QJ��
because of the indeterminacy caused when the two 
arms and the implement (the bat, stick, or club) form a 
closed kinematic chain. Future research may be able to 
RYHUFRPH�WKHVH�GLI¿FXOWLHV�
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PLANAR MOTION ANALYSIS
One of the primary goals of biomechanics research 
is to quantify the patterns of force produced by the 
muscles, ligaments, and bones. Unfortunately, recording 
these forces directly (a process called dynamometry) 
requires invasive and potentially hazardous instruments 
that inevitably disturb the observed motion. Some 
technologies that measure internal forces include a 
surgical staple for forces in bones (Rolf et al. 1997) and 
mercury strain gauges (Brown et al. 1986; Lamontagne 
et al. 1985) or buckle force transducers (Komi 1990) for 
forces in muscle tendons or ligaments. Although these 

devices enable the direct measurement of internal forces, 
they have been used only to measure forces in single 
tissues and are not suitable for analyzing the complex 
interaction of muscle contractions across several joints 
simultaneously. Figure 5.1 (Seireg and Arvikar 1975) 
shows the complexity of forces that a biomechanist 
must consider when trying to analyze the mechanics 
RI�WKH�ORZHU�H[WUHPLW\��,Q�¿JXUH������WKH�OLQHV�RI�DFWLRQ�
of only the major muscles of the lower extremity have 
EHHQ�JUDSKLFDOO\�SUHVHQWHG�E\�3LHUU\QRZVNL���������,W�
LV�HDV\�WR�LPDJLQH�WKH�GLI¿FXOW\�RI�DQG�WKH�ULVNV�DVVRFL-
ated with attempting to attach a gauge to each of these  
tendons.
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 ŸFigure 5.1 Free-body diagrams of the segments of the lower extremity during walking.
Reprinted from Journal of Biomechanics, Vol. 18, A. Seireg and R.J. Arvikar, “The prediction of muscular load sharing and joint forces in the 
ORZHU�H[WUHPLWLHV�GXULQJ�ZDONLQJ�´�SJV����������FRS\ULJKW��ZLWK�SHUPLVVLRQ�RI�(OVHYLHU�
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Inverse dynamics, although incapable of quantifying 
WKH�IRUFHV� LQ�VSHFL¿F�DQDWRPLFDO�VWUXFWXUHV�� LV�DEOH� WR�
measure the net effect of all of the internal forces and 
moments of force acting across several joints. In this way, 
a researcher can infer what total forces and moments 
are necessary to create the motion and quantify both 
the internal and the external work done at each joint. 
The steps set out next clarify the process for reducing 
complex anatomical structures to a solvable series of 
equations that indirectly quantify the kinetics of human 
or animal movements.

Figure 5.3 shows the space and free-body diagrams 
of one lower extremity during the push-off phase of 
running. Three equations of motion can be written for 
HDFK�VHJPHQW�LQ�D�WZR�GLPHQVLRQDO����'��DQDO\VLV��VR�IRU�
the foot, three unknowns can be solved. Unfortunately, 
because there are many more than three unknowns 
�¿JXUH�������WKH�VLWXDWLRQ�LV�FDOOHG�indeterminate. Inde-
terminacy occurs when there are more unknowns than 
there are independent equations. To reduce the number 
of unknowns, each force can be resolved to its equivalent 
force and moment of force at the segment’s endpoint. 
The process starts at a terminal segment, such as the 
foot or hand, where the forces at one end of the segment 
are known or zero. They are zero when the segment is 
not in contact with the environment or another object. 
For example, the foot during the swing phase of gait 
experiences no forces at its distal end; when it contacts 
the ground, however, the GRF must be measured by, for 
example, a force platform.

A detailed free-body diagram (FBD) of the foot 
LQ�FRQWDFW�ZLWK� WKH�JURXQG�LV� LOOXVWUDWHG� LQ�¿JXUH������
Notice the many types of forces crossing the ankle joint, 
including muscle and ligament forces and bone-on-bone 
forces; many others have been left out (e.g., forces from 

skin, bursa, and joint capsule). Furthermore, the foot is 
assumed to be a “rigid body,” although some researchers 
have modeled it as having two segments (Cronin and 
5REHUWVRQ�������6WHIDQ\VK\Q�DQG�1LJJ��������$�ULJLG�
body is an object that has no moving parts and cannot be 
deformed. This state implies that its inertial properties 
DUH�¿[HG�YDOXHV��L�H���WKDW�LWV�PDVV��FHQWHU�RI�JUDYLW\��DQG�
mass distribution are constant).

Figure 5.5 shows how to replace a single muscle force 
with an equivalent force and moment of force about a 
common axis. In this example, the muscle force exerted 
by the tibialis anterior muscle on the foot segment is 
replaced by an equivalent force and moment of force 
at the ankle center of rotation. Assuming that the foot 
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 ŸFigure 5.2 Lines of action of the muscle forces in the lower extremity and trunk: (a) front view, (b) side view.
$GDSWHG�IURP�GDWD��E\�SHUPLVVLRQ��IURP�0�5��3LHUU\QRZVNL��������A physiological model for the solution of individual muscle forces during 
normal human walking (Simon Fraser University).
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 ŸFigure 5.3 (a) Space and (b) free-body diagrams 
of the foot during the push-off phase of running.
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is a “rigid body,” a force (
�
F * ) equal in magnitude and 

direction to the muscle force (
�
F ) is placed at the ankle. 

Because this would unbalance the free body, a second 
force ( –

�
F * ��LV�DGGHG�WR�PDLQWDLQ�HTXLOLEULXP��¿JXUH�

5.5b). Next, the force couple (
�
F and –

�
F * ) is replaced 

by the moment of force (MF

�
k ). The resulting force and 

PRPHQW�RI�IRUFH�LQ�¿JXUH����c have the same mechanical 
HIIHFWV�DV�WKH�VLQJOH�PXVFOH�IRUFH�LQ�¿JXUH����a, assuming 
that the foot is a rigid body.

7KH�¿UVW� VWHS� WR� VLPSOLI\LQJ� WKH�FRPSOH[�VLWXDWLRQ�
VKRZQ�LQ�¿JXUH�����LV�WR�XVH�WKH�SURFHVV�LOOXVWUDWHG�LQ�
¿JXUH�����WR�UHSODFH�HYHU\�IRUFH�WKDW�DFWV�DFURVV�WKH�DQNOH�
with its equivalent force and moment of force about a 
common axis. Figure 5.6 shows this situation. Note that 
forces with lines of action that pass through the ankle 

joint center produce no moment of force around the 
joint. Thus, the major structures that contribute to the 
net moments of force are the muscle forces. The liga-
ment and bone-on-bone forces contribute mainly to the 
net force experienced by the ankle and only affect the 
ankle moment of force when the ankle is at the ends of 
its range of motion.

Muscles attach in such a way that their turning effects 
about a joint are enhanced, and most have third-class 
leverage to promote speed of movement. Thus, muscles 
rarely attach so that they cross directly over a joint axis 
of rotation because that would eliminate their ability to 
create a moment about the joint. Ligaments, in contrast, 
often cross joint axes, because their primary role is to 
hold joints together rather than to create rotations of the 
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 ŸFigure 5.4 Free-body diagram of the foot showing anatomical forces.
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 ŸFigure 5.5 Replacement of a muscle force by its equivalent force and moment of force at the ankle axis of 
rotation.
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segments that they connect. They do, however, have a 
role in producing moments of force when the joint nears 
or reaches its range-of-motion limits. For example, at the 
knee, the collateral ligaments prevent varus and valgus 
rotations and the cruciate ligaments restrict hyperexten-
sion. Often, the ligaments and bony prominences pro-
duce force couples that prevent excessive rotation, such 
as when the olecranon process and the ligaments of the 
elbow prevent hyperextension of the elbow.

To complete the inverse dynamics process for the 
foot, every anatomical force, including ligament and 
bone-on-bone (actually, cartilaginous) forces, must be 
transferred to the common axis at the ankle. Note that 

only forces that act across the ankle are included in this 
process. Internal forces that originate and terminate 
within the foot are excluded, as are external forces in 
contact with the sole of the foot. Figure 5.7 represents the 
situation after all of the ankle forces have been resolved. 
,Q�WKLV�¿JXUH��WKH�DQNOH�IRUFHV�DQG�PRPHQWV�RI�IRUFH�DUH�
summed to produce a single force and a moment of force, 
called the net force and net moment of force, respectively. 
They are also sometimes called the joint force and joint 
moment of force, but these are confusing because many 
different joint forces are included in this sum, such as 
those caused by the joint capsule, the ligaments, and 
the articular surfaces (cartilage). Other confusing terms 

E5144/Robertson/Fig5.6/414924/alw/r2-pulled 

Force and moment from triceps surae

Ligament force

Weight

Fground

Bone-on-bone force

Force and moment from tibialis anterior

 ŸFigure 5.6 Free-body diagram of the foot showing the muscle forces replaced by their equivalent force and 
moment about the ankle.
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 ŸFigure 5.7 Reduced free-body diagram showing net force and moment of force.
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are resultant joint force and resultant moment of force, 
because these terms may be confused with the resultant 
force and moment of force of the foot segment itself. 
Recall that the resultant force and moment of force of a 
rigid body are the sums of all forces and moments acting 
on the body. These sums are not the same as the net force 
DQG�PRPHQW�RI�IRUFH�MXVW�GH¿QHG��7KH�UHVXOWDQW�IRUFH�DQG�
PRPHQW�RI�IRUFH�FRQFHUQ�1HZWRQ¶V�¿UVW�DQG�VHFRQG�ODZV�

The moment of force is often called torque in the 
VFLHQWL¿F� OLWHUDWXUH�� ,Q� HQJLQHHULQJ�� WRUTXH� LV� XVXDOO\�
considered a moment of force that causes rotation about 
the longitudinal axis of an object. For example, a torque 
wrench measures the axial moment of force when one 
is tightening nuts or bolts, and a torque motor generates 
spin about an engine’s spin axis. In the biomechanics 
literature, however, as stated in chapter 4, torque and 
moment of force are used interchangeably.

Another term related to moment of force is the force 
couple. A force couple occurs when two parallel, noncol-
linear forces of equal magnitude but opposite direction 
act on a body. The effect of a force couple is special 
because the forces, being equal but opposite in direction, 
effect no translation on the body when they act. They do, 
however, attempt to produce a pure rotation, or torque, 
RI�WKH�ERG\��)RU�H[DPSOH��D�ZUHQFK��¿JXUH����a) causes 
two parallel forces when applied to the head of a nut. 
The nut translates because of the threads of the screw 
but turns around the bolt because of the rotational forces 
(i.e., moment of force, force couple, or torque) created 
by the wrench.

Another interesting characteristic of a force couple, 
or couple for short, is that when the couple is applied to 
a rigid body, the effect of the couple is independent of its 
point of application. This makes it a free moment, which 
means that the body experiencing the couple will react 
in the same way wherever the couple is applied as long 

as the lines of axis of the force are parallel. For example, 
a piece of wood that is being drilled will react the same 
no matter where the drill contacts the wood as long 
as the drill bit enters the wood from the same parallel 
direction. Of course, how the wood actually reacts will 
depend on friction, clamping, and other forces, but the 
GULOO�ZLOO�LQÀLFW�WKH�VDPH�URWDWLRQDO�PRWLRQ�RQ�WKH�ZRRG�
no matter where it enters.

7KH�ZRUN�GRQH�E\�WKH�QHW�PRPHQWV�RI�IRUFH�TXDQWL¿HV�
the mechanical work done by only the various tissues that 
act across and contribute a turning effect at a particular 
joint. All other forces, including gravity, are excluded 
from contributing to the net force and moment of force. 
More details about how the work of the moment of force 
is calculated are delineated in chapter 6.

Net forces and moments are not real entities; they are 
mathematical concepts and therefore can never be mea-
sured directly. They do, however, represent the summed 
or net effect of all the structures that produce forces or 
moments of force across a joint. Some researchers (e.g., 
Miller and Nelson 1973) have called the source of the 
net moment of force a “single equivalent muscle.” They 
contend that each joint can be thought of as having two 
single, equivalent muscles that produce the net moments 
RI�IRUFH�DERXW�HDFK�MRLQW²IRU�H[DPSOH��RQH�IRU�ÀH[LRQ�
and the other for extension—depending on the joint’s 
anatomy. Others have called the net moments of force 
“muscle moments,” but this nomenclature should be 
avoided, because even though muscles are the main 
contributors to the net moment, other structures also 
contribute, especially at the ends of the range of motion. 
An illustration of this situation is when the knee reaches 
PD[LPDO�ÀH[LRQ�GXULQJ� WKH�VZLQJ�SKDVH�RI�VSULQWLQJ��
Lemaire and Robertson (1989) and others showed that 
although a very large moment of force occurs, the likely 
cause is not an eccentric contraction of the extensors; 
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instead it is the result of the calf and thigh bumping 
together. However, the same cannot be said to occur for 
the negative work done by the knee extensors during the 
swing phase of walking, because the joint does not fully 
ÀH[�DQG�WKHUHIRUH�PXVFOHV�PXVW�EH�UHFUXLWHG�WR�OLPLW�NQHH�
ÀH[LRQ��:LQWHU�DQG�5REHUWVRQ�������

NUMERICAL 
FORMULATION
This section presents the standard method in biome-
chanics for numerically computing the internal kinet-
ics of planar human movements. In this process, we 
use body kinematics and anthropometric parameters 
to calculate the net forces and moments at the joints. 
This process uses three important principles: Newton’s 
second law (!

�
F =m�a ), the principle of superposition, 

and an engineering technique known as the method of 
sections. The principle of superposition holds that in a 
system with multiple factors (i.e., forces and moments), 
given certain conditions, we can either sum the effects 
of multiple factors or treat them independently. In the 
method of sections, the basic idea is to imagine cutting 
a mechanical system into components and determining 
the interactions between them. For example, we usually 
section the human lower extremity into a thigh, leg, and 
foot. Then, via Newton’s second law, we can determine 

the forces acting at the joints by using measured values 
for the GRFs and the acceleration and mass of each seg-
ment. This process, called the linked-segment or iterative 
Newton-Euler method��LV�GLDJUDPPHG�LQ�¿JXUH������7KH�
majority of this chapter explains how this method works. 
We will begin with kinetic analysis of single objects in 
��'�� WKHQ�GHPRQVWUDWH�KRZ� WR�DQDO\]H� WKH�NLQHWLFV�RI�
D� MRLQW�YLD�WKH�PHWKRG�RI�VHFWLRQV��DQG�¿QDOO\�H[SODLQ�
WKH�JHQHUDO�SURFHGXUH�GLDJUDPPHG�LQ�¿JXUH�����IRU�WKH�
entire lower extremity.

Note the diagram conventions used in this chapter: 
Linear parameters are drawn with straight arrows, and 
angular parameters are drawn with curved arrows. 
Known kinematic data (linear and angular accelerations) 
are drawn with green lines. Known forces and moments 
are drawn with black arrows. Unknown forces and 
moments are drawn with gray arrows. These conven-
tions will assist you in visualizing the solution process.

General Plane Motion
General plane motion LV�DQ�HQJLQHHULQJ�WHUP�IRU���'�
movement. In this case, an object has three degrees of 
freedom (DOF): two linear positions and an angular 
position. Often, we draw these as translations along the 
x- and y-axes and a rotation about the z-axis. As discussed 
LQ�FKDSWHU����PDQ\�ORZHU�H[WUHPLW\�PRYHPHQWV�FDQ�EH�
DQDO\]HG�XVLQJ�WKLV�VLPSOL¿HG�UHSUHVHQWDWLRQ��LQFOXGLQJ�
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walking, running, cycling, rowing, jumping, kicking, 
DQG�OLIWLQJ��+RZHYHU��GHVSLWH�WKH�VLPSOL¿FDWLRQ�WR���'�
analysis, the resulting mechanics can still be compli-
cated. For example, a football punter has three lower-
extremity segments that swing forward much like a whip, 
kick the ball, and elevate. Even the ball has a somewhat 
complicated movement, translating both horizontally and 
vertically and rotating. To determine the kinetics of such 
situations, we treat the three DOF independently. That 
is, we exploit the fact that an object accelerates in the 
vertical direction only when acted on by a vertical force 
and accelerates in the horizontal direction only when 
acted on by a horizontal force. Similarly, the body does 
not rotate unless a moment (torque) is applied to it. The 
principle of superposition states that when one or more 
of these actions occur, we can analyze them separately. 
We therefore separate all forces and moments into three 
coordinates and solve them separately.

To illustrate, let us consider the football example. In 
¿JXUH�����d, a football being kicked is subjected to the 
force of the punter’s foot. The ball moves horizontally 
and vertically and also rotates. Our goal is to determine 
the force with which the ball was kicked. We cannot 
measure the force directly with an instrumented ball 

RU�VKRH��+RZHYHU��ZH�FDQ�¿OP�WKH�EDOO¶V�PRYHPHQW�DQG�
measure its mass and moment of inertia. Given these 
data, we are left with an apparently confusing situation 
to analyze: The single force of the foot has caused all 
three coordinates to change. However, the situation 
becomes simpler when we use superposition. The hori-
zontal and vertical accelerations of the ball’s mass center 
must be proportional to their respective forces, and the 
angular acceleration must be proportional to the applied 
PRPHQW��&RQVLGHU�WKH�H[DPSOHV�LQ�¿JXUH�������)LJXUH�
5.10a and b are rather obvious but are presented for the 
VDNH�RI�GHPRQVWUDWLRQ��,Q�¿JXUH�����a, a horizontal force 
is applied to the ball through its center of mass, and the 
ball will accelerate horizontally; it will not accelerate 
vertically because there is no vertical force. Similarly, 
LQ�¿JXUH�����b, the ball will accelerate only vertically 
EHFDXVH�WKHUH�LV�QR�KRUL]RQWDO�IRUFH��,Q�¿JXUH�����c, the 
force acts at a 45° angle, and therefore the ball acceler-
ates at a 45° angle. This is just a superposition of the 
VLWXDWLRQV�LQ�¿JXUH�����a and b. We do not deal with the 
force at this angle; rather, we measure the accelerations 
in the horizontal and vertical directions, and therefore 
we can determine the forces in the horizontal and verti-
cal directions. In Figure 5.10d, the applied force is not 
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 ŸFigure 5.10 Four free-body diagrams of a football experiencing four different external forces.
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directed through the center of mass. In this case, the 
IRUFH�LV� WKH�VDPH�DV� LW� LV� LQ�¿JXUH�����c, so the ball’s 
center of mass has the same acceleration. However, 
there is also an angular acceleration proportional to the 
product of the force, F, and the distance, d, between its 
line of action and the center of mass. The acceleration, 
a��LQ�WKLV�FDVH�LV�WKH�VDPH�DV�LQ�¿JXUH�����c. However, 
the ball will also rotate.

To reiterate, a force causes a body’s center of mass 
to accelerate in the same direction as that force. A force 
does not cause a body to rotate; only the moment of a 
force causes a body to rotate. These principles derive 
IURP�1HZWRQ¶V�¿UVW�DQG�VHFRQG�ODZV��,I�D�EDOO�LV�NLFNHG��
a resulting force is imparted on the ball. This force is 
the reaction of the ball being accelerated. Whether the 
ball was kicked through its center of mass, causing it to 
rotate, is irrelevant. Rotation is affected in proportion to 
the distance by which the applied force and mass center 
are out of line.

/HW�XV�H[SORUH�PRPHQWV�IXUWKHU��5HIHUULQJ�WR�¿JXUH�
������D�PRPHQW�FDQ�EH�GH¿QHG�DV�WKH�HIIHFW�RI�D�IRUFH�
couple system, that is, two forces of equal magnitude and 
RSSRVLWH�GLUHFWLRQ�WKDW�DUH�QRW�FROOLQHDU��¿JXUH�����a). 
In this system, the sum of the forces is zero. However, 
because the two forces are noncollinear, they cause the 
body to rotate. This is drawn diagrammatically as a 
FXUYHG�DUURZ��¿JXUH�����b).

7R�UHWXUQ�WR�WKH�IRRWEDOO�LQ�¿JXUH�������WKHUH�LV�D�IRUFH�
couple in all four diagrams, the applied force, F, and the 
reaction, ma��,Q�¿JXUH�������a through c, this force couple 
LV�FROOLQHDU��VR�WKHUH�LV�QR�PRPHQW��+RZHYHU��LQ�¿JXUH�
5.10d, the force and reaction are noncollinear. There is a 
perpendicular distance between the line of action of the 
force and the reaction of the mass center, and the result 
is a moment that rotates the ball.

/HW�XV�IRUPDOL]H�WKH�SUHVHQW�GLVFXVVLRQ��*LYHQ�D���'�
FBD, the process is to use Newton’s second law in the 
horizontal, vertical, and rotational directions:

 ! Fx
 = ma

x  ! Fy
 = ma

y  ! M = I" (5.1)

The mass, m, and moment of inertia, I, for the object 
in question are determined beforehand. The linear and 
angular accelerations are determined from camera data. 
The sum of the forces or moments on the left side of each 
equation (i.e., each ! term) can combine many forces or 
moments, but it should contain only one unknown—a 
net force or moment—to solve for. Because of this, we 
usually must solve for the two forces before we solve for 
the unknown moment.

When putting together the sums of forces and 
moments, we must adhere to the sign conventions estab-
lished by the FBD. Inverse dynamics problems often 
require careful bookkeeping of positive and negative 
signs. As the examples in this chapter show, the FBD 
takes care of this as long as we honor the sign conventions 
that have been drawn. For example, in many cases we 
solve for a force or moment even though we are uncer-
tain of its direction. This is not a problem with FBDs: 
We merely draw the force or moment with an assumed 
direction. If, in fact, the force points in the opposite 
direction, our calculations simply return a negative 
numerical value.

A sum of moments must be calculated about a single 
point on the object in question. There is no right or 
wrong point about which to calculate; however, some 
points are simpler than others. If we sum moments about 
a point where one or more forces act, then the moments 
of those forces will be zero because their moment arms 
are zero. Therefore, sometimes in human movement, it is 
convenient to calculate about a joint center. However, in 
most cases we calculate moments about the mass center; 
there, we can neglect the reaction force (ma) and gravity 
terms because their moment arms are zero.

This text uses the convention that a counterclockwise 
moment is positive, also called the right-hand rule. Coor-
dinate system axes on FBDs establish their positive force 
directions. When solving a problem from an FBD, the 
SURSHU�WHFKQLTXH�LV�WR�¿UVW�ZULWH�WKH�HTXDWLRQV�LQ�DOJH-
braic form, honoring the sign conventions, and then to 
substitute known numerical values with their signs once 
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all of the algebraic manipulations have been carried out. 
These procedures are only learned by example, so we 
now present a few of them.

In these examples, we provided distances between 
various points on the FBDs. These distances are not the 
data we measure with camera systems and force plates. 
Rather, these instruments measure the locations of 
SRLQWV��VSHFL¿FDOO\�WKH�ORFDWLRQV�RI�MRLQW�FHQWHUV�DQG�WKH�
GRF (the COP). We need these points to calculate the 
moment arms of the various forces in the FBD. This is 
simply a matter of subtracting corresponding positions in 
the global coordinate system (GCS) directions. However, 
a commonly made error is that the moment arm of a force 
in the x direction is a distance in the perpendicular y 
direction, and vice versa. This is a very important point 
that we again illustrate with examples.

EXAMPLE 5.1
5.1a—Suppose that in our football example, the ball 
was kicked and its mass center moved horizontally. 
7KH�KRUL]RQWDO�DFFHOHUDWLRQ�ZDV�í���P�V�, the angular 
DFFHOHUDWLRQ�ZDV�í���UDG�V�, the mass of the ball was 
�����NJ��DQG�LWV�PRPHQW�RI�LQHUWLD�ZDV������NJāP�. What 
was the kicking force? How far from the center of the 
ball was the force’s line of action?
See answer 5.1a on page 377.

5.1b—Now solve the same problem assuming that there 
was a force plate under the football and that the tee on 
which the football rested resisted the kicking force. The 
force of the tee was 4 N in the horizontal direction; its 
center of pressure (COP) was 15 cm below the mass 
center of the ball.
See answer 5.1b on page 378.

EXAMPLE 5.2
A commuter is standing inside a subway car as it accel-
HUDWHV�DZD\�IURP�WKH�VWDWLRQ�DW���P�V�. She maintains 
a perfectly rigid, upright posture. Her body mass of 
���NJ�LV�FHQWHUHG�����P�RII�WKH�ÀRRU��DQG�WKH�PRPHQW�
RI� LQHUWLD�DERXW�KHU�DQNOHV� LV�����NJāP���:KDW�ÀRRU�
forces and ankle moment must the commuter exert to 
maintain her stance?
See answer 5.2 on page 378.

EXAMPLE 5.3
A tennis racket is swung in the horizontal plane (X and 
Y axis are both horizontal). The racket’s mass center 
LV� DFFHOHUDWLQJ� DW� ���P�V� in the Y direction and its 
DQJXODU�DFFHOHUDWLRQ�LV����UDG�V�. Its mass is 0.5 kg and 
LWV�PRPHQW�RI�LQHUWLD�LV�����NJāP�. From the base of the 
racket, the locations of the hand and racket mass center 
are 7 and 35 cm, respectively. If we ignore the force 
of gravity, what are the net force and moment exerted 
on the racket? Given that the hand is about 6 cm wide, 
interpret the meaning of the net moment (i.e., what is 
the actual force couple at the hand?).
See answer 5.3 on page 379.

EXAMPLE 5.4
Given the FBD of the arbitrary object following, cal-
culate the reactions R

x
, R

y
, M

z
 at the unknown end. Its 

PDVV�LV�����NJ�DQG�LWV�PRPHQW�RI�LQHUWLD�LV�����NJāP� 
about the mass center.

See answer 5.4 on page 379.
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EXAMPLE 5.5
Given the following data for a bicycle crank, draw 
the FBD and calculate the forces and moments at the 
crank axle: pedal force x� �í����1��SHGDO�IRUFH�y = 
í����1��SHGDO�D[OH�DW����������������P��FUDQN�D[OH�DW�
���������������P��FUDQN�PDVV�FHQWHU�DW����������������
m. The crank mass is 0.1 kg and its moment of inertia 
LV�������NJāP���,WV�DFFHOHUDWLRQV�DUH�í����P�V� in the x 
GLUHFWLRQ�DQG�í����P�V� in the y direction; its angular 
DFFHOHUDWLRQ�LV����UDG�V�.
See answer 5.5 on page 380.
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Having discussed general plane motion for a single 
object, we now turn to the solution technique for mul-
tiobject systems like arms and legs. The procedure for 
each body segment is exactly the same as for single-
body systems. The only difference is that the method 
of sections is applied to manage the interactive forces 
between segments. In fact, this technique was applied 
in the previous example of the bicycle crank: We had to 
“section” the crank, that is, we imagined cutting it off 
at the axle, to determine the forces and moment at the 
axle. Let us explore this technique in detail.

Method of Sections
Engineering analysis of a mechanical device usually 
focuses on a limited number of key points of the struc-
ture. For example, on a railroad bridge truss, we normally 
study the points where its various pieces are riveted 
together. The same is true when we analyze the kinet-
ics of human movement. We generally do not concern 
ourselves with a complete map of the forces and moments 
ZLWKLQ�WKH�ERG\��5DWKHU��ZH�VWXG\�VSHFL¿F�SRLQWV�RI�WKH�
body—most commonly the joints. We therefore “sec-
tion” the body at the joints and calculate the reactions 
EHWZHHQ�DGMDFHQW�VHJPHQWV�WKDW�NHHS�WKHP�IURP�À\LQJ�
apart. These forces and moments at a sectioned joint are 
unknown. Therefore, when constructing our FBD, we 
must draw a reaction for each DOF—that is, a horizontal 
force, a vertical force, and a moment. In some calcula-
tions, it is possible for one or two of these reactions to 
be zero, but the method of sections requires that each 
be drawn and solved for because they are unknowns.

The method of sections is straightforward:

 Ź Imagine cutting the body at the joint of interest.
 Ź Draw FBDs of the sectioned pieces.
 Ź At the sectioned point of one piece, draw the unknown 
horizontal and vertical reactions and the net moment, 
honoring the positive directions of the GCS.

 Ź At the sectioned point of the other piece, draw the 
unknown forces and moment in the negative direc-
tions of the GCS. This is Newton’s third law.

 Ź Solve the three equations of motion for one of the 
sections.

Single Segment Analysis
In many cases, we may be interested in only one of the 
sectioned pieces. Let us start with three such examples 
and then progress to multisegmented analysis.

Multisegmented Analysis
Complete analysis of a human limb follows the procedure 
used in the previous examples. We simply have to for-

PDOL]H�RXU�VROXWLRQ�SURFHVV��7KLV�SURFHVV�KDV�D�VSHFL¿F�
order: We start at the most distal segment and continue 
proximally. The reason for this is that we have only three 
equations to apply to each segment, which means that we 
can have only three unknowns for each segment—one 
horizontal force, one vertical force, and one moment. 
+RZHYHU��ZH�FDQ�VHH��UHWXUQ�WR�¿JXUH������LI�QHFHVVDU\��
that if we were to section and analyze either the thigh or 
the leg, we would have six unknowns—two forces and 
one moment at each joint. The solution is to start with 
a segment that has only one joint (i.e., the most distal) 
and from there proceed to the adjacent segment. For this 
we use Newton’s third law, applying the negative of the 
reactions of the segment that we just solved, as shown 
IRU� WKH� ORZHU� H[WUHPLW\� LQ�¿JXUH� ������2I� WKH� ORZHU�
extremity segments, only the foot has the requisite three 
XQNQRZQV��VR�ZH�VROYH�WKLV�VHJPHQW�¿UVW��1RWH�KRZ�WKH�
actions on the ankle of the foot have corresponding equal 
and opposite reactions on the ankle of the leg. Then we 
can calculate the unknown reactions at the knee. These 
are drawn in reverse in the FBD for the thigh, and then 
we solve for the hip reactions.

2QH�¿QDO��EXW�LPSRUWDQW��GHWDLO�DERXW�WKLV�SURFHVV�LV�
that the sign of each numerical value does not change 
from one segment to the next. From Newton’s third 

EXAMPLE 5.6
Consider an arm being held horizontally. What are the 
shoulder reaction forces and joint moment? Assume that 
the arm is stationary and rigid. The weights of the upper 
arm, forearm, and hand are 4, 3, and 1 kg, respectively, 
and their mass centers are, respectively, 10, 30, and  
���FP�IURP�WKH�VKRXOGHU�
See answer 5.6 on page 381.

EXAMPLE 5.7
6XSSRVH�WKH�KDQG�LV�KROGLQJ�D���NJ�ZHLJKW��:KDW�DUH�WKH�
shoulder reaction forces and joint moment now?
See answer 5.7 on page 381.

EXAMPLE 5.8
7KH�HOERZ� LV���� FP� IURP� WKH� VKRXOGHU��:KDW� DUH� WKH�
reactions at the elbow on the forearm? On the upper 
arm? Solve again for the reactions at the shoulder using 
the FBD of the upper arm.
See answer 5.8 on page 382.
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law, every action has an equal but opposite reaction. 
At the joints, therefore, the forces on the distal end of 
one segment must be equal to but opposite of those on 
the proximal end of the adjacent segment. However, we 
never change the signs of numerical values. The FBDs 
WDNH�FDUH�RI�WKLV��1RWH�WKDW�LQ�¿JXUH�������WKH�NQHH�IRUFHV�
and moments are drawn in opposing directions. Fol-
ORZLQJ�WKH�SURFHGXUHV�VKRZQ�SUHYLRXVO\��¿UVW�FRQVWUXFW�
the equations for a segment from the FBD without 
considering the numeric values. Once the equations 
are constructed, the numeric values with their signs are 

substituted into these equations. Note how this process 
is carried out in data tables for examples 5.9 and 5.10.

We provide example calculations there for each of 
the two distinct phases of human locomotion, swing and 
stance. When we are solving the kinetics of a swing limb, 
the process is almost exactly the same as for stance. The 
only difference is that the GRFs are zero, and thus we 
can neglect their terms in the equations of motion. The 
procedure is virtually identical to the calculations that 
would be carried out in computer code for one frame 
of data.

HUMAN JOINT KINETICS
What exactly are these forces and moments that we have 
just calculated? The answer, which was given earlier 
in this chapter, deserves revisiting: The net forces and 
moments represent the sum of the actions of all the 
joint structures. A common error is thinking of a joint 
reaction force as the force on the articular surfaces of 
the bone and a joint moment as the effect of a particular 
muscle. These interpretations are incorrect because joint 
reaction forces and moments are more abstract than that; 
they are sums, net effects. In examples 5.9 and 5.10, we 
calculate relative measures to compare the efforts of the 
three lower-extremity joints in producing the movement 
and forces that were measured. We do not even have 
estimates of the activities of the quadriceps, triceps 
surae, or any other muscle. We do not have estimates of 
the forces on the articular surfaces of the joints or any 
other anatomical structure. Let us explain this further.

$V�GHSLFWHG�LQ�¿JXUH������PDQ\�PXVFOH�WHQGRQ�FRP-
plexes, ligaments, and other joint structures bridge each 
joint. Each of these structures exerts a particular force 
GHSHQGLQJ�RQ�WKH�VSHFL¿F�PRYHPHQW��,Q�¿JXUH������ZH�
neglected all friction between the articular surfaces as 
well as between all other adjacent structures. It cannot be 
overemphasized that joint reaction forces and moments 
VKRXOG�EH�GLVFXVVHG�ZLWKRXW� UHIHUHQFH� WR�VSHFL¿F�DQD-
tomical structures. There are several reasons for this. 
Equal joint reactions may be carried by entirely different 
structures. Consider, for example, the elbow joint of a 
gymnast: When the gymnast is hanging from the rings, 
the elbow is subjected to a tensile force that must be borne 
by the various tendons, ligaments, and other structures 
crossing the elbow. In contrast, when the gymnast per-
forms a handstand, many of these same structures can be 
lax, because much of the load is shifted to the articular 
cartilage. From the sectional analysis presented in this 
chapter, we would calculate equal but opposite joint reac-
tion forces in each case; both would equal one-half of 
body weight minus the weight of the forearms. However, 
the distribution of the force among the joint structures is 
completely different in these two cases.
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EXAMPLE 5.9
Determine the joint reaction forces and moments at the 
ankle, knee, and hip given the following data. These 
occurred during the swing phase of walking, so the GRFs 
are zero.

The ankle is at (0.303, 0.189) m, the knee is at (0.539, 
�������P��DQG�WKH�KLS�LV�DW����������������P�
See answer 5.9 on page 383.

Mass (kg) I (kg·m2) a
x
 (m/s2) a

y
 (m/s2) ! (rad/s2) Center of mass (m)

Foot ��� 0.011 í���� 6.77 ���� (0.373, 0.117)

Leg ��� 0.064 í���� ���� í���� ��������������

Thigh 6.0 0.130 6.58 í���� ���� (0.573, 0.616)

EXAMPLE 5.10
Determine the joint reaction forces and moments at the 
ankle, knee, and hip given the following data. These 
occurred during the stance phase of walking, so the 
ground reaction forces are nonzero. The solution process 
is almost identical.

The ankle is at (0.637, 0.063) m, the knee at (0.541, 0.379) 
P��DQG�WKH�KLS�DW����������������P��7KH�KRUL]RQWDO�*5)�
LV�í����1��WKH�YHUWLFDO�*5)�LV�����1��DQG�LWV�FHQWHU�RI�
pressure is (0.677, 0.0) m.
See answer 5.10 on page 384.

Mass (kg) I (kg·m2) a
x
 (m/s2) a

y
 (m/s2) ! (rad/s2) Center of mass (m)

Foot ��� 0.011 í���� í���� í���� (0.734, 0.089)
Leg ��� 0.064 í���� í���� í���� ��������������
Thigh 6.0 0.130 1.01 0.37 8.6 (0.473, 0.566)

Even if we are not analyzing an agile gymnast, the fact 
remains that we do not know from net joint forces and 
moments how loading is shared between various struc-
tures. This situation, in which there are more forces than 
equations, is said to be statically indeterminate. In plain 
language, it is a case in which we know the total load on a 
system, but we are not able to determine the distribution 
RI�WKH�ORDG�ZLWKRXW�FRQVLGHULQJ�WKH�VSHFL¿F�SURSHUWLHV�
of the load-bearing structures. This is analogous to a 
group of people moving a heavy object such as a piano: 
We know that they are carrying the total weight of the 
piano, but without a force plate under each individual, 
we cannot know how much weight each person bears.

&RQVLGHU�DQRWKHU�VSHFL¿F�H[DPSOH��D�KXPDQ�VWDQG-
ing quietly with straight lower extremities. We could 
calculate a joint reaction force at the knee. Assuming that 
the limbs share body weight evenly, the knee reaction 
force would equal one-half of the body weight minus 
the weight of the leg and foot. If we asked the subject to 
clench his muscles as much as possible, the joint reac-
tion forces would not change. However, the tensions in 
the tendons would increase, as would the compressive 

forces on the bones. The changes are equal but opposite 
and thus do not express themselves as an external, joint 
reaction force change.

Before discussing patterns of joint moments during 
human movements, we detail the limitations of these 
measures. As stated earlier, they are somewhat abstract. 
However, the purpose of the previous discussion was 
simply to delineate the limits of joint moments. This 
being done, these data can be discussed appropriately.

Limitations
$VLGH�IURP�WKH�LQWULQVLF�OLPLWDWLRQV�RI���'�NLQHPDWLFV�
discussed in chapter 1, there are several other important 
OLPLWDWLRQV�LQ�RXU�IRUHJRLQJ�DQDO\VLV�RI���'�NLQHWLFV�

Effects of friction and joint structures are not consid-
ered. The tensions of various ligaments become high near 
the limits of joints, and thus moments can occur when 
muscles are inactive. Also, although the frictional forces 
in joints are very small in young subjects, this is often 
not the case for individuals with diseased joints. Inter-
ested readers should refer to Mansour and Audu (1986), 
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Audu and Davy (1988), or McFaull and Lamontagne 
(1993, 1998). Segments are assumed to be rigid. When 
a segment is not rigid, it attenuates the forces that are 
applied to it. This is the basis for car suspension systems: 
The forces felt by the occupant are less than those felt 
by the tires on the road. Human body segments with at 
least one full-length bone such as the thigh and leg are 
reasonably rigid and transmit forces well. However, the 
IRRW�DQG�WUXQN�DUH�ÀH[LEOH��DQG�LW�LV�ZHOO�GRFXPHQWHG�WKDW�
the present joint moment calculations are slightly inac-
curate for these structures (see, for example, Robertson 
and Winter 1980). In the foot, for example, various liga-
ments stretch to attenuate the GRFs. It is for this reason 
WKDW�LQGLYLGXDOV�ZDONLQJ�EDUHIRRW�RQ�D�KDUG�ÀRRU�WHQG�WR�
walk on their toes: The calcaneus-talus bone structures 
are much more rigid than the forefoot.

The present model is sensitive to its input data. Errors 
in GRFs, COPs, marker locations, segment inertial 
properties, joint center estimates, and segment accel-
erations all affect the joint moment data. Some of these 
SUREOHPV�DUH�OHVV�VLJQL¿FDQW�WKDQ�RWKHUV��)RU�H[DPSOH��
GRFs during locomotion tend to dominate stance-phase 
kinetics; measuring them accurately prevents the major-
ity of accuracy problems. However, during the swing 
phase of locomotion, data-treatment techniques and 
anthropometric estimates are critical. Interested readers 
FDQ�UHIHU�WR�3H]]DFN�DQG�FROOHDJXHV���������:RRG���������
or Whittlesey and Hamill (1996) for more information. 
Exact comparisons of moments calculated in different 
studies are not appropriate; we recommend allowing at 
least a 10% margin of error.

Individual muscle activity cannot be determined 
from the present model. We do not know the tension in 
any given muscle simply because muscle actions are 
represented by moments. Moreover, we do not even 
know the moment of a single muscle because multiple 
muscles, ligaments, and other structures cross each joint. 
Muscle forces are estimated using the musculoskeletal 
techniques discussed in chapter 9. An important aspect 
of this is that cocontraction of muscles occurs in essen-
tially all human movements. Thus, for example, if knee 
extensor moments decrease under a certain condition, 
we do not know whether the decrease occurs because 
of decreased quadriceps activity or increased hamstring 
activity. As another example, a subject asked to stand 
straight and clench her lower-extremity muscles would 
have joint moments close to zero even though her muscles 
were fully activated; their actions would work against 
each other.

Two-joint muscles are not well represented by the 
present model. Although the moments of two-joint 
muscles are included in joint moment calculations, the 
segment calculations effectively assume that muscles 
only cross one joint. Again, this is a problem that is 
addressed by musculoskeletal models (see chapter 9).

People with amputations require different interpre-
tations than other individuals. For example, an ankle 
moment can be measured for prostheses even when the 
leg and foot are a single, semirigid piece. Prosthetic 
knees have stops to prevent hyperextension and have 
other components, such as springs and frictional ele-
ments, to control their movement. These cause knee 
moments that require completely different interpreta-
tions from those seen in intact subjects. Similar con-
siderations also apply to subjects with braces such as 
ankle-foot orthoses.

It was a conscious choice on the authors’ part to pres-
ent the interpretation of joint moments after this discus-
sion of their limitations. Limitations do not invalidate 
model data, but they do limit the extent of interpretation. 
Note in the following discussion that no reference is 
PDGH�WR�VSHFL¿F�PXVFOHV�RU�PXVFOH�JURXSV�DQG�WKDW�WKH�
magnitudes of different peaks are not referenced to the 
nearest 0.1 of a newton meter.

Relative Motion Method 
Versus Absolute Motion 
Method
The approach presented so far is just one way of comput-
ing the net forces and moments at the joints. Plagenhoef 
(1968, 1971) called this approach the absolute motion 
method of inverse dynamics because the segmental kine-
PDWLF�GDWD�DUH�FRPSXWHG�EDVHG�RQ�DQ�DEVROXWH�RU�¿[HG�
frame of reference. An alternative approach outlined by 
Plagenhoef is the relative motion method. This method 
TXDQWL¿HV�WKH�PRWLRQ�RI�WKH�¿UVW�VHJPHQW�LQ�D�NLQHPDWLF�
chain from an absolute frame of reference, but all other 
segments are referenced to moving axes that rotate with 
the segment. Thus, each segment’s axis, except that of 
WKH�¿UVW��PRYHV�UHODWLYH�WR�WKH�SUHFHGLQJ�VHJPHQW��7KLV�
method has the advantage of showing how one joint’s 
moment of force contributes to the moments of force of 
the other joints in the kinematic chain. The drawback is 
that the level of complexity of the analysis increases with 
every link added to the kinematic chain. Furthermore, the 
method requires the inclusion of Coriolis forces, which 
are forces that appear when an object rotates within a 
URWDWLQJ� IUDPH�RI� UHIHUHQFH��7KHVH�¿FWLWLRXV� IRUFHV²
sometimes called pseudoforces—only exist because of 
their rotating frames of reference. From an inertial (i.e., 
¿[HG�RU�DEVROXWH��IUDPH�RI�UHIHUHQFH��WKH\�GR�QRW�H[LVW�

Rarely have researchers tried to compare the two 
methods. However, Pezzack (1976) did compare both 
methods using the same coordinate data and found that 
the relative motion method was less accurate, especially 
as the kinematic chain got longer (had more segments). 
For short kinematic chains (two or three segments), both 
methods yielded similar results. Most researchers have 
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FROM THE SCIENTIFIC LITERATURE
Winter, D.A. 1980. Overall principle of lower limb support during stance phase of gait. Journal of Bio-

mechanics 13:923-7.

This paper presents a special way of combining the 
moments of force of the lower extremity during the stance 
phase of gait. During stance, the three moments of force—
the ankle, knee, and hip—combine to support the body 
and prevent collapse. The author found that by adding the 
three moments in such a way that the extensor moments 
had a positive value, the resulting “support moment” fol-
lowed a particular shape. The support moment (M

support 
) 

ZDV�GH¿QHG�PDWKHPDWLFDOO\�DV

 M
support

� �í0
hip

 + M
knee
�í0

ankle
� �����

Notice that the negative signs for the hip and ankle 
moments change their directions so that an extensor 

moment from these joints makes a positive contribution to 
WKH�VXSSRUW�PRPHQW��$�ÀH[RU�PRPHQW�DW�DQ\�MRLQW�UHGXFHV�
the amplitude of the support moment. Figure 5.13 shows 
the average support moment of normal subjects and the 
support moment and hip, knee, and ankle moments of a 
73-year-old male with a hip replacement.

This useful tool allows a clinical researcher to moni-
tor a patient’s progress during gait rehabilitation. As the 
patient becomes stronger or coordinates the three joints 
more effectively, the support moment gets larger. People 
with one or even two limb joints that cannot adequately 
contribute to the support moment will still be supported 
by that limb if the remaining joints’ moments are large 
enough to produce a positive support moment.
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 ŸFigure 5.13a Averaged support moment of subjects with intact joints.
Reprinted from Journal of Biomechanics,�9RO������'�$��:LQWHU��³2YHUDOO�SULQFLSOH�RI�ORZHU�OLPE�VXSSRUW�GXULQJ�VWDQFH�SKDVH�RI�JDLW�́ �SJV������
�����FRS\ULJKW�������ZLWK�SHUPLVVLRQ�RI�(OVHYLHU�

(continued)

adopted the absolute motion method, because most data-
collection systems measure segmental kinematics with 
UHVSHFW�WR�D[HV�DI¿[HG�WR�WKH�JURXQG�RU�ODERUDWRU\�ÀRRU�

APPLICATIONS
There are many uses for the results of an inverse dynam-
ics analysis. One application sums the extensor moments 
of a lower extremity during the stance phase of walking 
DQG�MRJJLQJ�WR�¿QG�FKDUDFWHULVWLF�SDWWHUQV�DQG�SUHGLFW�

ZKHWKHU� SHRSOH�ZLWK� DUWL¿FLDO� MRLQWV� RU� SDWKRORJLFDO�
FRQGLWLRQV�KDYH�D�VXI¿FLHQW�VXSSRUW�PRPHQW�WR�SUHYHQW�
FROODSVH��:LQWHU�����������D��VHH�)URP�WKH�6FLHQWL¿F�
Literature). Others have used the net forces and moments 
in musculoskeletal models to compute the compressive 
loading of the base of the spine for research on lifting 
and low back pain (e.g., McGill and Norman 1985). An 
extension of this approach is to calculate the compres-
sion and shear force at a joint. To do this, the researcher 
must know the insertion point of the active muscle acting 
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 ŸFigure 5.13b The support moment and hip, knee, and ankle moments of a 73-year-old male with a hip 
replacement during the stance phase of walking.
Reprinted from Journal of Biomechanics,�9RO������'�$��:LQWHU��³2YHUDOO�SULQFLSOH�RI�ORZHU�OLPE�VXSSRUW�GXULQJ�VWDQFH�SKDVH�RI�JDLW�́ �SJV������
�����FRS\ULJKW�������ZLWK�SHUPLVVLRQ�RI�(OVHYLHU�

(continued)
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across a joint and assume that there are no other active 
muscles.

Computing the force in a muscle requires several 
assumptions to prevent indeterminacy (i.e., too few 
equations and too many unknowns). For example, if a 
single muscle can be assumed to act across a joint and 
no other structure contributes to the net moment of force, 
then, if the muscle’s insertion point and line of action 
are known (from radiographs or estimation), the muscle 
force (F

muscle 
) LV�GH¿QHG�

 F
muscle

 = M/(r sin #) (5.3)

where M is the net moment of force at the joint, r is the 
distance from the joint center to the insertion point of 
the muscle, and # is the angle of the muscle’s line of 
action and the position vector between the joint center 
and the muscle’s insertion point. Of course, such a situ-
ation rarely occurs because most joints have multiple 
synergistic muscles with different insertions and lines 
of action as well as antagonistic muscles that often act 
in cocontraction. By monitoring the electrical activity 
(with an electromyograph) of both the agonists and 
antagonists, one can reduce these problems, but even 
an inactive muscle can create forces, especially if it is 
stretched beyond its resting length. The contributions 

of other tissues to the net moment of force can be mini-
mized also as long as the motion being analyzed does 
not include the ends of the range of motion, when these 
VWUXFWXUHV�EHFRPH�VLJQL¿FDQW�

Once the researcher has estimated the force in the 
muscle, the muscle stress can be computed by determin-
ing the cross-sectional area. The cross-sectional areas of 
particular muscles can be derived from published reports 
or measured directly from MRI scans or radiographs. 
Axial stress ($)�LV�GH¿QHG�DV�D[LDO�IRUFH�GLYLGHG�E\�FURVV�
sectional area. For pennate types of muscles in which 
the force is assumed to act along the line of the muscle, 
WKH�VWUHVV�LV�GH¿QHG�DV�$ = F

muscle
�A, where F

muscle
 is the 

muscle force in newtons and A is the cross-sectional area 
in square meters. The units of stress are called pascals 
(Pa), but because of the large magnitudes, kilopascals 
(kPa) are usually used. Of course, true stress on the 
PXVFOH�FDQQRW�EH�TXDQWL¿HG�EHFDXVH�RI�WKH�GLI¿FXOW\�RI�
directly measuring the actual muscle force.

The following sections present and discuss the pat-
terns of planar lower-extremity joint moments during 
walking and running. These movements and others 
such as stair ascent and descent often can be analyzed 
two-dimensionally because their principal motions 
occur primarily in the sagittal plane. The convention 

FROM THE SCIENTIFIC LITERATURE
McGill, S., and R.W. Norman. 1985. Dynamically and statically determined low-back moments during 

lifting. Journal of Biomechanics 18:877-85.

This study presents a method for computing the compres-
sive load at the L4-L5 joint from data collected on the 
motion of the upper body during a manual lifting task. 
Three different methods for computing the net moments of 
force at L4-L5 were compared. A conventional dynamic 
analysis was performed using planar inverse dynamics to 
compute the net forces and moments at the shoulder and 
neck, from which the net forces and moments were cal-
culated for the lumbar end of the trunk (L4-L5). Second, 
a static analysis was done by zeroing the accelerations of 
the segments. A third, quasi-dynamic approach assumed 
a static model but used dynamic information about the 
load. Once the lumbar net forces and moments were cal-
culated, it was assumed that a “single equivalent muscle” 
was responsible for producing the moments of force and 
that the effective moment arm of this muscle was 5 cm. 
The magnitude of the compressive force (F

compress 
) on the 

L4-L5 joint was then computed by measuring the angle 
of the lumbar spine (actually, the trunk), #. The equation 
used was

 Fcompress =
M
r + Fy cos� + Fx sin�  (5.4)

where M is the net moment of force at the L4-L5 joint, r is 
the moment arm of the single equivalent extensor muscle 
across L4-L5 (5 cm), (F

x
, F

y 
) LV�WKH�QHW�IRUFH�DW�WKH�/��

L5 joint, and # is the angle of the trunk (the line between 
L4-L5 and C7-T1).

The researchers showed that there were “statistically sig-
QL¿FDQW�DQG�DSSUHFLDEOH�GLIIHUHQFH�V�´�DPRQJ�WKH�UHVXOWV�RI�
the three methods for the pattern and peak values of the net 
moment of force at L4-L5. In general, the dynamic method 
yielded larger peak moments than the static approach but 
smaller values than the quasi-dynamic method. Compari-
sons of a single subject’s lumbar moment histories and the 
averaged histories of all subjects showed that each approach 
produced very different patterns of activity. These compari-
sons also showed that although the static approach produced 
compressive loads that were less than the 1981 National 
Institute for Occupational Health and Safety (NIOSH) lift-
ing standard, the more accurate dynamic model produced 
loads greater than the “maximum permissible load.” The 
quasi-dynamic approach produced even higher compres-
sive loads. Clearly, then, one should apply the most accurate 
method to obtain realistic conclusions.
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IRU�SUHVHQWLQJ�WKHVH�¿JXUHV�LV�WKDW�H[WHQVRU�PRPHQWV�DUH�
SUHVHQWHG�DV�SRVLWLYH�DQG�ÀH[RU�PRPHQWV�DV�QHJDWLYH��
This is in agreement with the engineering standard that 
mechanical actions that lengthen a system are positive 
(positive strain) and actions that shorten the system 
DUH�QHJDWLYH� �QHJDWLYH�VWUDLQ��� ,Q�¿JXUH������KLS�ÀH[RU�
PRPHQWV�DQG�GRUVLÀH[RU�PRPHQWV�ZHUH�FDOFXODWHG�DV�
positive. Therefore, these two moments are usually 
presented as the negative of what is calculated.

Walking
Joint moments during walking have many typical fea-
WXUHV��6DPSOH�GDWD�DUH�SUHVHQWHG�LQ�¿JXUH������IRU�WKH�
ankle, knee, and hip joint moments. These data are pre-
sented as percentages of the gait cycle; the vertical line at 
60% of the cycle represents toe-off, and the 0% and 100% 
SRLQWV�RI�WKH�F\FOH�UHÀHFW�KHHO�FRQWDFW��2Q�WKH�YHUWLFDO�
axes, the joint moments are presented in newton meters. 
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 ŸFigure 5.14 Moments of force at the (a) ankle, (b) knee, and (c) hip during normal level walking. HC = heel-
contact; TO = toe-off.
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Sometimes these values are scaled to the percentage of 
body mass or percentage of body mass times leg length 
to assist in comparing different subjects. We keep these 
data in newton meters for continuity with the preceding 
examples. In general, joint moments do scale up and 
down with body size. They also change magnitude with 
the speed of movement.

7KH�DQNOH�PRPHQW�GHSLFWHG�LQ�¿JXUH�����D�VKRZV�WKDW�
WKHUH�ZDV�D�GRUVLÀH[RU�PRPHQW�DIWHU�KHHO�FRQWDFW�WKDW�
SHDNHG�DW�DERXW����1āP��7KLV�PRPHQW�SUHYHQWV�WKH�IRRW�
IURP�URWDWLQJ�WRR�TXLFNO\�IURP�KHHO�FRQWDFW�WR�IRRW�ÀDW��
a condition known clinically as foot-slap. Although 15 
1āP�LV�D� UHODWLYHO\�VPDOO�PRPHQW�RQ� WKH�VFDOH�RI� WKLV�
graph, this peak is nonetheless a very common feature 
of normal walking. Thereafter, we see a large plantar 
ÀH[RU�PRPHQW�WKDW�SHDNHG�DW�DERXW�����1āP�QHDU�����
RI�WKH�VWULGH�GXUDWLRQ��7KLV�UHÀHFWV�WKH�HIIRUW�QHFHVVDU\�
to effect push-off. As this peak diminishes, the limb 
becomes unloaded. As toe-off occurs, we again see a 
VPDOO�GRUVLÀH[RU�PRPHQW�RI�DERXW����1āP��7KLV�DFWLRQ��
although small, is important because it lifts the toes out 
RI�WKH�ZD\�RI�WKH�JURXQG��,QGLYLGXDOV�ZLWK�GRUVLÀH[RU�
dysfunction have a problem with their toes catching the 
ground at this part of the gait cycle. For the rest of the 
swing phase, the ankle moment is near zero.

,Q�¿JXUH�����b, there are four distinct peaks of the 
knee moment. The largest peak during stance is extensor, 
W\SLFDOO\�SHDNLQJ�DURXQG�����1āP��'XULQJ� WKLV�SHDN��
the limb is loaded and thus the extensor moment acts to 
prevent collapse of the limb. Note that this peak occurs 
slightly earlier than the peak of the ankle moment. Often 
ZH�VHH�D�VPDOOHU�NQHH�ÀH[RU�SHDN�EHIRUH�WRH�RII�DV�WKH�
leg is pulled through the remainder of the stance. During 
VZLQJ��WKH�¿UVW�SHDN�LV�H[WHQVRU��LW�OLPLWV�WKH�ÀH[LRQ�RI�
the knee that occurs because the lower extremity is being 
swung forward from the hip. Without this peak, the knee 
ZRXOG�UHDFK�D�KLJKO\�ÀH[HG�SRVLWLRQ��HVSHFLDOO\�DW�IDVWHU�
walking velocities. The second swing-phase peak is a 
ÀH[RU�SHDN�RI�DERXW����1āP��LW�VORZV�WKH�OHJ�EHIRUH�WKH�
knee reaches full extension.

Figure 5.14c shows that the hip moment tends to have 
DQ����1āP�H[WHQVRU�SHDN�GXULQJ�WKH�¿UVW�KDOI�RI�VWDQFH��$W�
WRH�RII��WKHUH�LV�D�ÀH[RU�PRPHQW�WKDW�LV�QHHGHG�WR�VZLQJ�
the lower extremity forward. Then, similar to the knee 
moment, the hip moment has an extensor peak of about 
���1āP�DW� WKH�HQG�VZLQJ� WR�VORZ� WKH� ORZHU�H[WUHPLW\�
before heel-contact.

The hip moment is the most variable of the three 
lower-extremity joint moments. The foot moment tends 
to be the least variable because the segment is con-
strained by the ground. The hip, in contrast, not only 
is responsible for lower-extremity control but also has 
WR�FRQWURO�WKH�EDODQFH�RI�WKH�WRUVR��7KLV�LV�D�VLJQL¿FDQW�
task, given that the torso accounts for at least two-thirds 
of the body weight of an average individual. Winter and 

Sienko (1988) showed that the movement of the torso 
UHÀHFWV�D�PDMRULW\�RI�WKH�YDULDELOLW\�LQ�KLS�PRPHQW��,Q�
this regard, the hip moment becomes somewhat hard to 
interpret during stance.

Running
Lower-extremity joint moments during running are 
VKRZQ�LQ�¿JXUH�������7KHVH�PRPHQWV�KDYH�SDWWHUQV�VLPL-
lar to their analogues in walking. The most prominent 
differences are their magnitudes. Running is a more 
forceful activity than walking; thus, just as GRFs are 
larger during running, so, too, are the joint moments. 
Furthermore, the stance phase (HC to TO) is a smaller 
percentage of the running cycle than during walking. 
'XULQJ�VWDQFH�� WKH�DQNOH�PRPHQW� �¿JXUH�����a) has a 
ODUJHU�SODQWDU�ÀH[RU�SHDN�RI�DERXW�����1āP��7KHUHDIWHU��
the swing-phase (TO to second HC) ankle moment is 
near zero. The ankle moment at heel-contact varies 
slightly depending on running style. Runners with a 
KHHO�WRH�IRRWIDOO�SDWWHUQ�H[KLELW�D�VPDOO�GRUVLÀH[RU�SHDN�
DW�KHHO�FRQWDFW��PXFK�OLNH�LQ�ZDONLQJ��DV�VKRZQ�LQ�¿JXUH�
�������,QGLYLGXDOV�ZKR�UXQ�IRRW�ÀDW�RU�RQ�WKHLU�WRHV�GR�
not have this peak because there is no need to control 
foot-slap.

The stance-phase knee moment (Figure 5.15b), like 
the ankle moment, consists primarily of a single extensor 
SHDN�RI�DERXW�����1āP��3ULRU�WR�WRH�RII��WKHUH�LV�XVXDOO\�
D�ÀH[RU�PRPHQW� RI� DERXW� ���1āP��7KLV� DFWLRQ�ÀH[HV�
the knee rapidly before the lower extremity is swung 
forward. During the swing, there is an extensor phase in 
ZKLFK�WKH�OHJ�LV�VZXQJ�IRUZDUG��)LQDOO\��WKHUH�LV�D�ÀH[RU�
phase before heel-contact to slow the leg.

7KH�KLS�PRPHQW��¿JXUH�����c) is extensor for much 
RI�VWDQFH��SHDNLQJ�DW�PRUH�WKDQ�����1āP��:H�WKHQ�VHH�
D�VKLIW�WR�QHW�ÀH[RU�DFWLYLW\�DURXQG�WRH�RII�WR�VZLQJ�WKH�
lower extremity forward. Then there is an extensor action 
to slow the thigh before heel-contact.

SUMMARY
This chapter focused heavily on proper technique for 
inverse dynamics problems. This focus is necessary 
simply because the technique clearly has many steps 
DQG�SRWHQWLDO�SLWIDOOV��+DW]H��������6WXGHQWV�DUH�HQFRXU-
aged to practice such problems until they can solve them 
without referring to this book. Students should be able 
to draw an FBD for any segment, construct the three 
equations of motion, and solve them.

Students are also encouraged to be mindful of the 
limitations of joint moments. Joint moments are only 
a summary representation of human effort, one step 
more advanced than the information obtained from a 
force plate. Joint moments are not an end-all statement 
of human kinetics; rather, they are convenient standards 
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 ŸFigure 5.15 Moments of force at the (a) ankle and (b) knee during normal level running. HC = heel-contact; 
TO = toe-off.

for evaluating the relative efforts of different joints and 
PRYHPHQWV��5HVHDUFKHUV� LQWHUHVWHG� LQ�VSHFL¿F�PXVFOH�
actions must use either electromyography (chapter 
8), musculoskeletal models (chapter 9), or both. It is 
noteworthy that the great Russian scientist Nikolai 
Bernstein (see Bernstein 1967) refers to moments but 
in fact preferred to use segment accelerations as overall 

representations of segmental efforts. It is hard to argue 
WKDW�MRLQW�PRPHQWV�RIIHU�PXFK�PRUH�LQIRUPDWLRQ��$�����
RU����1āP�MRLQW�PRPHQW�LV�LQ�LWVHOI�IDLUO\�PHDQLQJOHVV��
,W�LV�RQO\�E\�FRPSDULQJ�VSHFL¿F�FDVHV�OLNH�WKH�ZDONLQJ�
DQG�UXQQLQJ�H[DPSOHV�LQ�¿JXUHV������DQG������WKDW�ZH�
can develop a relative basis for the magnitudes of joint 
moments.
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The problem with analyzing limbs segmentally is 
that it can promote the misconception that each joint 
is controlled independently. We stated that two-joint 
muscles are poorly treated with this method. In addi-
tion, the individual segments of an extremity interact. 
For example, we discussed the fact that thigh moments 
affect the movement of the leg. Therefore, in terms of 
joint moments, we know that a hip moment will affect the 
thigh; however, we do not establish the resulting effect 

on the leg. Many studies have noted the importance of 
intersegmental coordination (see, for example, Putnam 
1991); in fact, Bernstein cited the use of segment interac-
WLRQV�DV�WKH�¿QDO�VWHS�LQ�OHDUQLQJ�WR�FRRUGLQDWH�D�PRYH-
ment. Clinicians are also beginning to recognize such 
effects in various populations, particularly in people with 
amputation. Systemic analyses such as the Lagrangian 
approach, outlined in chapter 10, may be preferable for 
these situations.
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Chapter 6

Energy, Work, and Power
D. Gordon E. Robertson

Energy is a well-known physical quantity that, 
despite its notoriety, is not well understood. For 
instance, physicists have yet to identify any atomic 

or subatomic particle that corresponds to a basic unit, 
RU� TXDQWXP�� RI� HQHUJ\��2QH� RI� WKH� GLI¿FXOWLHV�ZLWK�
understanding energy is that it takes many forms. Matter 
itself is one form of energy, which Einstein was able to 
quantify with his most famous equation, E = mc2, but 
this energy is only manifest when the matter itself is torn 
apart. Other forms of energy include nuclear, electrical, 
thermal (heat), solar, light, chemical, and, the one of 
greatest interest to biomechanists, mechanical.

In this chapter, we are mainly concerned with 
mechanical energy, and so we

 Ź examine the concepts of energy, work, and the laws 
of thermodynamics;

 Ź introduce the concepts of conservation of mechanical 
energy and a conservative force;

 Ź outline methods for directly measuring mechanical 
work, called direct ergometry;

 Ź outline methods for indirectly quantifying mechani-
cal work, including the use of results from inverse 
dynamics; and

 Ź examine the relationship between work and the cost 
of doing work, called PHFKDQLFDO�HI¿FLHQF\.

ENERGY, WORK, 
AND THE LAWS OF 
THERMODYNAMICS
Energy�FDQ�EH�GH¿QHG�DV�WKH�DELOLW\�WR�SHUIRUP�ZRUN��LQ�
other words, the ability to affect the state of matter. In a 
sense, energy is the motion of particles or the potential 
to create motion. For instance, heat, a ubiquitous form 
of energy, is the rate of vibration of molecules—the 
greater the vibration or agitation, the greater the heat 
or thermal energy. The quantity of heat in a substance 
is measured by its temperature. All matter vibrates to 

a certain extent; as this vibration is reduced, the mat-
ter’s temperature is reduced and we say it is cooler. The 
lowest temperature, called absolute zero, corresponds to 
the complete absence of vibration, which, according to 
the third law of thermodynamics, can never be achieved; 
that is, no substance can be lowered to absolute zero (0 
kelvins).

Thermodynamics� LV� WKH�¿HOG� RI� VWXG\� FRQFHUQHG�
ZLWK� HQHUJ\� DQG� LWV� TXDQWL¿FDWLRQ�� WUDQVPLVVLRQ�� DQG�
transduction (change) from one form to another. It was 
RQFH�WKRXJKW�WKDW�HQHUJ\�ZDV�D�ÀXLG��FDORULF��WKDW�ÀRZHG�
from one object to another. We now understand that 
HQHUJ\�LV�D�SURSHUW\�RI�PDWWHU��$FFRUGLQJ�WR�WKH�¿UVW�ODZ�
of thermodynamics, also called the law of conservation 
of energy, the quantity of energy in the universe is a 
constant. In simpler terms, we can say that in a closed 
V\VWHP��WKH�TXDQWLW\�RI�HQHUJ\�LQ�WKH�V\VWHP�LV�D�¿[HG�
amount. A closed system is a volume that no energy 
can enter or leave. The energy within the system can 
change form, but as long as no energy enters or escapes 
WKH�YROXPH��WKH�WRWDO�DPRXQW�LQVLGH�LV�D�¿[HG�DPRXQW��
Of course, it is not a simple matter to quantify all the 
energy sources within a system. If we can measure some 
of the sources and assume that the others do not change, 
then by monitoring changes in the known sources, we 
can evaluate any transformations of energy to determine 
WKH�ZRUN�GRQH�DQG� WKH�PHFKDQLFDO�HI¿FLHQFLHV�RI�DQ\�
machines within the volume.

7KH�VHFRQG�ODZ�RI�WKHUPRG\QDPLFV��¿UVW�HOXFLGDWHG�
by Rudolf Clausius in 1865, states that when energy is 
transformed from one form to another—for example, 
when electricity produces light, water power produces 
electricity, or biochemical energy produces a muscle 
contraction—some of the energy is wasted and can no 
longer be transformed into another usable form of energy. 
Clausius named this unusable energy entropy, to sound 
like energy. Entropy can be considered energy that can 
no longer perform useful work.

Work�FDQ�EH�GH¿QHG�DV�WKH�FKDQJLQJ�RI�HQHUJ\�WR�
another useful form of energy, also called transduction. 
)RU�H[DPSOH��ZKHQ�D�¿UH�KHDWV�D�SRW�RI�ZDWHU��RU�VWHDP�
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creates motion in a piston, or electricity passing through 
a tungsten wire creates light, energy is transduced from 
one form to another. In every such transformation, some 
energy is produced that is not directly associated with 
the intended work. Much of this lost energy takes the 
form of heat. The heating of gears, springs, surfaces, 
and air is usually wasted energy. In some cases, this heat 
can be collected and reused, but some energy always 
escapes into the surrounding atmosphere and cannot 
be recovered. This heat becomes entropy. Entropy is 
forever increasing as the universe ages; in other words, 
the universe is gradually burning down or becoming 
increasingly chaotic. We will leave it to the physicists 
and philosophers to predict the eventual outcome. For the 
biomechanist, it is enough to understand that there are 
costs associated with the transformation of energy. This 
cost is manifested in the heating of machines, muscles, 
and the surrounding environment.

)LJXUH�����VKRZV�D�VLPSOL¿HG�VFKHPDWLF�RI�WKH�ÀRZ�
RI�HQHUJ\�WKURXJK�WKH�KXPDQ�ERG\�DQG�LGHQWL¿HV�VHYHUDO�
areas where entropy occurs. For example, in the conver-
sion of chemical energy to mechanical energy, some 
energy is lost as heat that is dissipated by the skin or 
gases expired into the environment. Two other means 
of loss include mechanical friction and viscosity. Fric-

tional losses occur whenever the body rubs against the 
environment or tissues within the body are subjected to 
internal friction. Viscous losses occur because of drag 
IRUFHV�LQGXFHG�E\�PRYLQJ�WKURXJK�ÀXLG�PHGLD��VXFK�DV�
water or air, or as a result of the viscoelastic properties 
of various tissues within the body.

Mechanical work is the work done when the total 
mechanical energy of a body changes. This principle, 
called the work-energy relationship, is based on New-
ton’s second law. With the appropriate mathematical 
operations, Newton’s second law can be transformed 
LQWR�WKH�IROORZLQJ�UHODWLRQVKLS�

 Mechanical Work = Change in Mechanical Energy

 W = !E = E0 í�EN
 (6.1)

where the total mechanical energy of a body (E) is 
GH¿QHG�DV�WKH�VXP�RI�WKH�SRWHQWLDO�DQG�NLQHWLF�HQHUJLHV�
of the body (Winter 1976). These types of energies 
DUH�GH¿QHG� ODWHU� LQ� WKLV�FKDSWHU��)LJXUH����� LOOXVWUDWHV�
the relationship between work and energy. Notice that 
between points A and B, the mechanical energy of the 
body changes. This change in energy represents the work 
that was done on the body. If the duration of the work is 
known, the average power can be computed from
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 P
–   = !E/!T = Work/Duration = W/!t (6.2)

The instantaneous power at any particular instant in time 
can also be computed by taking the time derivative of 
the energy history; that is,

 P = dE/dt (6.3)

Note that the units of measure of work and energy must 
be equivalent. By international agreement, the units 
of work and energy are called joules. The joule is the 
work done by a 1-newton (N) force that moves an object 
through 1 m in the direction of the force. The joule is 
dimensionally equivalent to the units used for moments 
of force, newton meters (N·m). Physicists therefore gave 
work and energy units a different name—joule (J)—in 
honor of James Prescott Joule. Joule established numer-
ous relationships between the work and heat energy of 
electrical motors. The joule is the International System 
of Units (SI) unit of work for energy (mechanical, electri-
cal, solar, and so on) and the newton meter is the SI unit 
for moment of force or torque. The SI unit for power is 
WKH�ZDWW��DEEUHYLDWHG�:���ZKLFK�LV�GH¿QHG�DV�WKH�UDWH�
of doing work at 1 J per second. The watt was named to 
KRQRU�-DPHV�:DWW��ZKR�GHVLJQHG�HI¿FLHQW�VWHDP�HQJLQHV�
that were fundamental to the development of the Indus-
trial Revolution.

When work is done by muscles, some of the energy 
produced may be used to move internal structures and 
some may be used to do work on the environment. The 
former is called internal energy, the latter external 
energy �VHH�¿JXUH�������6RPH�RI�WKH�ZRUN�GRQH�PD\�DOVR�
be recycled by conservative forces, such as elastic stor-
age and recoil of muscle tendons or pendulum actions 
of swinging limbs. This pathway is also included in 

¿JXUH� ����� (QHUJ\� UHF\FOHG� LQ� WKLV�ZD\� UHGXFHV� WKH�
amount of muscle work and chemical energy required 
by the system. Work done on the environment can be 
done against friction or viscous forces (drag) or can be 
manifested in changes in the potential or kinetic ener-
gies of objects in the environment. For example, when 
an object is lifted to a height, its gravitational potential 
energy is increased. Elastic potential energy is increased 
by depressing a springlike object, such as a diving board, 
springboard, or pole vault pole. When a ball is thrown, 
the external energy done by the body appears in the form 
of translational or rotational kinetic energy of the ball. 
The translational kinetic energy appears as the ball’s 
linear velocity, whereas the rotational kinetic energy 
manifests itself in the ball’s spin.

7KH�LQWHUQDO�HQHUJ\�UHIHUUHG�WR�LQ�¿JXUH�����DSSHDUV�
as potential and kinetic energy, but instead of being used 
to perform work on external objects, it is used to move 
internal structures. These movements appear as move-
ments of the upper and lower extremities and are con-
sidered to be a cost of performing the task. Some tasks, 
such as level walking, running, and cycling, require 
small amounts of external work to get the person up to 
speed but then require mainly internal work to maintain 
the speed. Other tasks, such as lifting and vertical jump-
ing, require small amounts of internal work but relatively 
large amounts of external work. The following sections 
outline methods for computing these various quantities 
for a wide variety of human movements.

CONSERVATION OF 
MECHANICAL ENERGY
To conserve mechanical energy, special circumstances 
must occur. Conservation of mechanical energy occurs 
when all the forces and moments of force acting on a 
body or a single segment are conservative, that is, the 
resultant force acting on the body is a conservative force. 
Forces or moments of force are considered conservative 
when the work they do in moving a body from one point 
to another is independent of the path taken, that is, when 
the work done depends only on the location of the two 
points. Conservative forces include gravitational forces, 
the force of an ideal spring, elastic collisions, the tensile 
force of an ideal pendulum, and the normal force of a 
frictionless surface. Illustrations of these conservative 
IRUFHV�DSSHDU�LQ�¿JXUH�����

$QRWKHU� FRUROODU\� WKDW� IROORZV� IURP� WKH� GH¿QLWLRQ�
of conservative forces is that they do no work after 
acting through a closed path. For example, if a weight 
is attached to a stretched spring and released and then 
the spring returns to its original stretched length without 
assistance from other forces, then no work is done and 
the spring force is considered to be conservative.
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The work done by a nonconservative force is affected 
by the path that is taken when an object is moved from 
one point to another. Nonconservative forces include 
IULFWLRQDO��YLVFRXV��H�J���ÀXLG�IULFWLRQ���DQG�YLVFRHODVWLF�
(e.g., muscle and ligament) forces and plastic deforma-
tions. Frictional forces are nonconservative because the 
amount of work they do increases with the length of the 
path taken from one point to another. The longer the 
path, the more work is required. The same is true for 
viscous forces. Viscous forces also increase the work 
done depending on how fast the path is taken—the faster 
the motion through a viscous medium, the greater the 
work. In general, the resistance offered by viscous forces 
increases with the square of the velocity. This is why the 
PRVW�HI¿FLHQWO\�UXQ�UDFHV�DUH�WKRVH�LQ�ZKLFK�D�FRQVWDQW�
speed is maintained throughout the race.

Most conservative forces are ideals that cannot be 
realized physically. For example, an ideal spring returns 
all the energy that is imparted to it by compression or 
elongation. In reality, all springs obey the second law 
of thermodynamics and lose some energy in the form 
of heat. Similarly, “pure” elastic collisions do not occur 
in nature. An elastic collision occurs when a body is 
dropped from a certain height and rebounds to the same 
height. In reality, all such collisions result in lower 
rebound heights and some heating or deformation of 
the surfaces. A purely plastic collision occurs when the 

body does not rebound at all, such as when putty or a 
soft snowball hits the ground.

Gravitational forces are truly conservative because, 
in the absence of nonconservative forces, any change 
in potential energy causes a corresponding change in 
kinetic energy. For example, if an object is allowed to fall, 
its kinetic energy will increase by the same amount that 
its potential energy decreases. Thus, the total energy of 
the body remains constant (i.e., its energy is conserved, 
assuming no air friction).

The tensile forces of pendulums are also considered to 
be conservative and typically work in conjunction with 
gravitational force. Figure 6.4 illustrates a simple pen-
dulum. At time A, the pendulum or body is motionless 
at a particular height. All of its energy is in the form of 
gravitational potential energy, but as the body is released, 
its height and potential energy decrease. Simultaneously, 
its translational kinetic energy increases in exactly the 
same amount that its potential energy decreases until the 
bottom of the swing is reached. At that point (midway 
between A and B), the body has no potential energy; 
instead, all its energy is in the form of kinetic energy. The 
kinetic energy provides the necessary impetus to swing 
the body back to its original height at time B. From time 
B to C, a nonconservative force acts to raise the body 
to a new height and a new energy level—that is, work 
is done. If the body is then allowed to swing under the 

�
F

�s
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LQÀXHQFH�RI�RQO\�FRQVHUYDWLYH�IRUFHV��JUDYLW\�DQG�WKH�
tensile force of the pendulum string), the body will cycle 
back and forth at the new energy level, interchanging 
potential and kinetic energy at no cost to the system.

In humans, particularly during walking, some energy 
is conserved by permitting parts of the body to act like 
simple pendulums. There is, however, another way con-
servation can take place. It is possible to permit energy to 
transfer between adjacent segments, as is the case with 
compound pendulums. For this to occur, the segments 
must be connected with nearly frictionless joints, and 
the muscles that act across the joints must be passive or 
act to facilitate the transfer of energy. Elftman (1939a, 
1939b), Winter and Robertson (1979), and others have 
shown that such situations occur during the swing phase 
of gait. They showed that energy originally in the leg 
and foot transfers to assist in the thigh’s upward swing-
through. Furthermore, this same energy transfers back 
to the leg and foot immediately before heel-strike, as 
WKH�WKLJK�UHDFKHV�PD[LPXP�ÀH[LRQ��6XFK�PHFKDQLVPV�
reduce the chemical energy costs needed for these move-
ments. If these conservative mechanisms were not used, 
more chemical and mechanical energy would have to 
be produced to supply the necessary work to propel the 
segments. For example, during sprinting (Lemaire and 
Robertson 1989; Vardaxis and Hoshizaki 1989), there is 
LQVXI¿FLHQW�WLPH�IRU�WKH�DFWLRQ�RI�VLPSOH�RU�FRPSRXQG�
pendulum motions to swing the leg through. These 
researchers showed that in some athletes, energy had to 
be supplied at the rate of 4000 J/s (watts) to swing the 
thigh upward and approximately 3600 W to drive it back 

down prior to touchdown on the track. Athletes cannot 
wait for conservative forces to supply the energy neces-
sary to cycle the lower extremity during running and 
sprinting; instead, nonconservative forces are required. 
The measurement of the work done by nonconservative 
forces is called ergometry.

ERGOMETRY: DIRECT 
METHODS
Ergometry is literally the measurement of work. An 
ergometer�LV�DQ\�V\VWHP�RU�WHFKQRORJ\�WKDW�TXDQWL¿HV�
the work done during an activity. Many commercial 
ergometers are used by kinesiologists and physical 
educators, but the most common one is probably the 
bicycle ergometer. Other devices commonly found in 
UHVHDUFK�ODERUDWRULHV�DQG�¿WQHVV�URRPV�LQFOXGH�URZLQJ�
machines, running treadmills, isokinetic dynameters, 
and exercise machines; the latter, however, are so poorly 
FDOLEUDWHG�WKDW�WKH\�DUH�XQVXLWDEOH�IRU�DFFXUDWH�VFLHQWL¿F�
measurements.

To qualify as an ergometer, a device must measure at 
least two things—force and displacement or moment of 
force and angular displacement. This is because work is 
GH¿QHG�DV�WKH�SURGXFW�RI�IRUFH�WLPHV�WKH�GLVSODFHPHQW�RU�
GLVWDQFH�WUDYHOHG��0RUH�DFFXUDWHO\��ZRUN�LV�GH¿QHG�DV�WKH�
scalar or dot product of force and displacement. Thus, 
the work done by the resultant force acting on a body is

 W = F
�
� s� = Fxsx + Fysy = Fs cos �  (6.4)

where W is work, 
�
F and (F

x
, F

y 
) are the resultant forces, �s  and (s

x
, s

y 
) are the displacement, and " is the angle 

between the force and the displacement vectors. When a 
PRPHQW�RI�IRUFH�LV�XVHG��WKH�ZRUN�GRQH�LV�TXDQWL¿HG�E\

 W = M# (6.5)

where M is the resultant moment of force and # is the 
angular displacement of the object. If a body has both 
a nonzero resultant force and a nonzero moment of 
force, then the work done is the sum of the two equa-
tions just set out. Note that to add the work done by the 
resultant force and resultant moment of force, the units 
of measure must be the same. The units for the work of 
a force appear to be newton meters, but these units are 
dimensionally equivalent to the joule. The work done 
by the resultant moment of force appears to be in units 
of newton meters radians, but because newton meters 
are equivalent to joules and radians are dimensionless, 
these units are dimensionally equivalent to the units of 
the work produced by a force, namely joules.

In many cases, the work done can be measured using 
forces or moments of force. For example, on a Monark 
bicycle ergometer, the work done can be measured by 
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 ŸFigure 6.4 Energy of a pendulum. The pendulum 
is conservative from time A to time B. Between times B 
and C, work is done to raise the pendulum to a higher 
energy level. Amounts of translational and potential 
energies are also shown.
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WKH�PRPHQW�RI�IRUFH�SURGXFHG�E\�WKH�À\ZKHHO�EUDNLQJ�
V\VWHP� WLPHV� WKH�QXPEHU�RI� URWDWLRQV�RI� WKH�À\ZKHHO�
(times 2$�WR�FRQYHUW�À\ZKHHO�URWDWLRQV�WR�UDGLDQV���7KH�
moment of force must be in units of newton meters and 
is dependent upon the position of the load arm of the 
ergometer. Most ergometers are calibrated using the 
obsolete unit of a kilopond, which is equivalent to the 
weight (force) of a mass of 1 kg. To convert a kilopond 
load to its equivalent force in newtons, multiply the 
load by the gravitational acceleration value of 9.81 m/
s2. That is,

 F (newtons) = Load (kiloponds)  
  % 9.81 (newtons/kilopond) (6.6)

To obtain the moment of force created by the load, 
PXOWLSO\�WKH�IRUFH�WLPHV�WKH�UDGLXV�RI�WKH�À\ZKHHO��7KLV�
distance is 25.46 cm (the circumference is 160.0 cm) for 
a Monark bicycle ergometer. Therefore, the work done 
(W) using the moment of force approach is

 W = M# = Fr# (6.7)

where F is the load in newtons, r LV�WKH�UDGLXV�RI�WKH�À\-
wheel, and #�LV�WKH�DQJXODU�GLVSODFHPHQW�RI�WKH�À\ZKHHO��
The force or load is actually a braking belt that creates a 
rotational friction equivalent to a linear frictional force 
DFWLQJ�WDQJHQWLDOO\�WR�WKH�À\ZKHHO��7KXV�

 W = F (N) % Radius (m) % Rotations (revolutions)  
 % 2$ (radians/revolution) (6.8)

To measure work for a Monark bicycle ergometer, the 
number of crank rotations usually is used instead of the 
QXPEHU�RI�À\ZKHHO�UHYROXWLRQV��,Q�D�VWDQGDUG�HUJRPHWHU��
every crank �QRW�À\ZKHHO�� UHYROXWLRQ� LV� HTXLYDOHQW� WR� 
��P�GLVSODFHPHQW�RI�D�SRLQW�RQ�WKH�ULP�RI�WKH�À\ZKHHO��
Therefore,

 W = Load (kiloponds) % 9.81 % Crank Rotations  

 % 6 (m/rotation) (6.9)

In each case, the units of work are expressed in joules.
A treadmill can also be used as an ergometer. A 

person running at a constant speed up an incline is con-
sidered to have done an amount of work equivalent to 
raising the body weight up to a certain height. The height 
is computed by multiplying the speed of the treadmill 
times the length of the run in seconds times the sine of 
the angle of the incline. That is,

 W = Body Weight (N) % Speed (m/s) % Duration (s)  
 % sin & (6.10)

where & is the angle of incline of the treadmill. Notice 
that consideration is given not to the actual distance 
traveled but rather only to the height the person would be 

raised if lifted to an equivalent height. It is also assumed 
that no work is done against the treadmill belt as a result 
of stretching or friction and that the speed is constant 
throughout the run.

EXAMPLE 6.1
Calculate the work done on a bicycle ergometer if the 
person pedals against a 2.50 kilopond workload for 20 
s at the rate of 60 revolutions per second. Assume that 
each revolution is equivalent to 6 m of linear motion of 
WKH�À\ZKHHO�
See answer 6.1 on page 386.

ERGOMETRY: INDIRECT 
METHODS
In a sense, all methods of determining the mechanical 
energy of a system are indirect because there is no direct 
ZD\�WR�PHDVXUH�WKH�ÀRZ�RI�HQHUJ\�LQWR�WKH�V\VWHP�OLNH�
there is, for example, at an electrically metered house. 
When we refer to the indirect measurement of mechani-
cal energy, we are referring to methods that quantify the 
motion of bodies, called their kinetic energies, and the 
SRVLWLRQV�RI�WKH�ERGLHV�ZLWK�UHVSHFW�WR�D�¿[HG�IUDPH�RI�
reference, called their potential energies. The sum of the 
kinetic and potential energies of a body yields the body’s 
total mechanical energy.

To simplify the analysis of some systems, the motion 
and position of the system can be reduced by considering 
only the system’s center of gravity as a point mass. When 
we analyze a point mass, only two types of mechanical 
energy are present, translational kinetic energy and 
gravitational potential energy. A better model of the 
human body assumes that the body is a system of inter-
connected rigid bodies or segments. In this case, each 
segment includes an additional type of energy called 
rotational kinetic energy. It is also possible, although 
to date it has rarely been attempted, to model each 
segment as a deformable body, in which case elastic 
potential energy is also included in the computation of 
total mechanical energy.

(DFK�RI�WKHVH�HQHUJLHV�FDQ�EH�TXDQWL¿HG�E\�NQRZ-
ing the kinematics of the body or its segments. In the 
following two sections, methods for determining the 
energy of point masses and systems of rigid bodies are 
presented. An alternative approach uses the work-energy 
relationship. This relationship equates the work done on 
a body to the change in mechanical energy of the body. 
Therefore, the changes in mechanical energy can be 
computed by determining the work done on the body 
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by both internal and external forces. This approach is 
described in the section Inverse Dynamics Methods.

Point Mass Methods
If a body can be assumed to behave as a single point 
PDVV��LWV�HQHUJ\�FDQ�EH�TXDQWL¿HG�IURP�WKH�OLQHDU�NLQH-
matics of its center of gravity. The most common means 
of obtaining linear kinematics is to digitize the coordi-
nates of markers attached to the body and then perform 
¿QLWH�GLIIHUHQFH�FDOFXOXV�WR�REWDLQ�WKH�OLQHDU�YHORFLWLHV�
(as outlined in chapter 1). A simpler but less accurate 
approach is to estimate the location of the center of mass 
and determine its trajectory. Either way, the total energy 
of a point mass is the sum of its gravitational potential 
energy plus its translational kinetic energy. That is,
*UDYLWDWLRQDO�3RWHQWLDO�(QHUJ\�

 E
gpe

 = mgy (6.11)

7UDQVODWLRQDO�.LQHWLF�(QHUJ\�

 E
tke

 = 1/2 mv2 = 1/2 m(v
x
2 + v

y
2) (6.12)

7RWDO�0HFKDQLFDO�(QHUJ\�

 E
tme

 = E
gpe

 + E
tke

 (6.13)

where m is the mass of the body, g is 9.81 m/s2, y is the 
height of the body above the horizontal reference axis, 
and (v

x
, v

y 
) is the velocity of the point with respect to the 

stationary reference axes. Several researchers have used 
this approach to quantify the work done during walking, 
running, and sprinting (Cavagna et al. 1963, 1964, 1971).

To compute the total mechanical energy of a segment, 
usually only the gravitational potential energy and the 
translational and rotational kinetic energies are calcu-
lated. This is the correct formula for a rigid body, but 
if the body deforms, the elastic potential energy should 
also be included. In most biomechanical studies, it is not 
possible to compute the elastic potential energy because 
the amount of deformation is too small to measure and 
the deformation-force relationship is too expensive or 
GLI¿FXOW�WR�REWDLQ��(YHQ�LI�LW�ZHUH�SRVVLEOH�WR�GHWHUPLQH�
these factors, the amount of energy stored in this way 
does not warrant the expense.

7KHVH� HTXDWLRQV� GH¿QH� KRZ� WKH� WRWDO�PHFKDQLFDO�
energy (E

tme
) RI�D�VHJPHQW�LV�FRPSXWHG�

*UDYLWDWLRQDO�3RWHQWLDO�(QHUJ\�

 E
gpe

 = mgy (6.14)

7UDQVODWLRQDO�.LQHWLF�(QHUJ\�

 E
tke

 = 1/2 mv2 = 1/2 m(v
x
2 + v

y
2) (6.15)

5RWDWLRQDO�.LQHWLF�(QHUJ\�

 E
rke

 = 1/2 I'2 (6.16)

7RWDO�0HFKDQLFDO�(QHUJ\�

 E
tme

 = E
gpe

 + E
tke

 + E
rke

 (6.17)

where m is the mass of the segment, g is 9.81 m/s2, y is 
the height of the segment above the reference axis, (v

x
, 

v
y 
) is the velocity of the segment center of gravity, I is 

the segment’s mass moment of inertia about its center 
of gravity, and ' is the angular velocity of the segment.

To obtain the total body’s mechanical energy (E
tb
), 

the individual segments’ total mechanical energies are 
summed. That is,
7RWDO�%RG\�0HFKDQLFDO�(QHUJ\�

 Etb = Etme, s
s = 1

S

�  (6.18)

where S is the number of segments in the human body 
model and E

tme,s
 is the total mechanical energy of seg-

ments. The number of segments varies from study to study 
depending on the motion and whether bilateral symmetry 
is assumed. For example, Winter and colleagues (1976) 
used three segments to investigate the work of walking 
by assuming that the head, arms, and trunk could be 
modeled as a single segment. Martindale and Robertson 
(1984) used six segments by assuming bilateral symmetry 
for rowing (on water and ergometer rowing). Twelve seg-
ments were used by Williams and Cavanagh (1983) for the 
analysis of running and by Norman and colleagues (1985) 
for cross-country skiing. Sometimes a single extremity is 
analyzed, in which case only two or three segments are 
TXDQWL¿HG��&DOGZHOO�DQG�)RUUHVWHU�������

EXAMPLE 6.2
Calculate the work done and the power produced when 
a 80.0 kg person starts from rest and achieves a speed 
of 6.00 m/s in 4.00 s. Assume that the person runs on a 
level surface and that the rotational energy is negligible.
See answer 6.2 on page 386.

Segmental Methods
The point mass method has been criticized for being 
inappropriate for human body analyses (Williams and 
Cavanagh 1983; Winter 1978) because it underestimates 
the true mechanical energy of the system. The more 
accurate method is to divide the body into segments and 
then sum the energies of each segment to determine the 
WRWDO�ERG\¶V�HQHUJ\��7KLV�PHWKRG�ZDV�¿UVW�XVHG�E\�:DO-
lace Fenn to determine the energetics of running (1929) 
and sprinting (1930).
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Although this method of calculating energy is 
relatively simple because only kinematic data and body 
segment parameters are needed, the method has several 
drawbacks for calculating the work done. In principle, 
calculating the external work done requires only a 
measurement of the changes in energy throughout the 
motion. In other words, the external work (W

external
) is 

GH¿QHG�DV

 Wexternal = �Etb, n
n = 1

N

� = Etb, N � Etb, 1  (6.19)

where N is the number of frames of the time-sampled 
motion and E

tb, n
 is the total mechanical energy of the 

body (the sum of segmental total mechanical energies) 
at time frame n. Notice that you only need to measure 
the energy before and after the duration of the motion to 
obtain the total external work done on the body because 
all of the intermediate measures cancel out.

This measure is useful whenever the body increases 
its height or its linear or angular speed, but in situations 
in which speed is constant or locomotion is along a 
level surface, the external work done is zero. As long as 
the work is measured at the same point in the motion’s 
cycle, there will be no change in height and no change 
in linear or angular velocity and, therefore, no changes 
in any of the potential or kinetic mechanical energies. 
This is called the zero-work paradox (Aleshinsky 1986a) 
because although no external work is done (excluding 
ZRUN�GRQH�DJDLQVW�GU\�DQG�ÀXLG�IULFWLRQDO�IRUFHV���LQWHU-
nal work is done to cycle the extremities throughout the 
motion. (More about this paradox is described later in 
WKH�VHFWLRQ�RQ�0HFKDQLFDO�(I¿FLHQF\���,W�LV�DOVR�REYLRXV�
that one can locomote across a particular distance in an 
HI¿FLHQW�ZD\�RU�LQ�DQ\�QXPEHU�RI�LQHI¿FLHQW�ZD\V�WKDW�
clearly consume more chemical and mechanical energy 
to achieve. For example, one could walk normally over 
a 10 m distance or hop from side to side over the same 
distance. The hopping motion obviously wastes energy, 
but the external work done in both cases is the same if the 
person arrives at the same point with the same velocity.

Norman and colleagues (1976) proposed a method 
RI�FDOFXODWLQJ�SVHXGR�ZRUN�WKDW�ZDV�ODWHU�PRGL¿HG�E\�
Winter (1979a, b) to quantify the internal work during 

locomotion. They assumed that any change in total body 
mechanical energy required that mechanical work be 
done and that monitoring these changes in mechanical 
energy would permit calculation of the total mechanical 
work and internal work done. In effect, the method calcu-
lated the internal work by computing the total work done 
and then subtracting the external work done. The total 
work done (W

total
) was equal to the sum of the absolute 

values of the changes in total mechanical energy. That is,

 Wtotal = �Etb, n
n = 1

N

�  (6.20)

The internal work was then computed by subtracting 
WKH� H[WHUQDO�ZRUN� �GH¿QHG�SUHYLRXVO\�� IURP� WKH� WRWDO�
ZRUN��DERYH��

 W
internal

 = W
total
�í�:

external
 (6.21)

Several researchers used these methods to investigate 
various locomotor movements, including overground 
walking (Winter 1979a), treadmill walking (Pier-
rynowski et al. 1980), load carriage (Pierrynowski et 
al. 1981), rowing (Martindale and Robertson 1984), and 
cross-country skiing (Norman et al. 1985; Norman and 
Komi 1987), to name a few.

Aleshinsky (1986b) has criticized this approach 
because it inaccurately measures the total mechanical 
work and therefore the internal work. This approach, 
called the absolute energy approach or the mechani-
cal energy approach, assumes that any simultaneous 
energy increase and decrease of the segments reduce 
the total mechanical energy expenditure. Williams and 
&DYDQDJK��������WULHG�WR�FRUUHFW�WKLV�ÀDZ�E\�SHUPLWWLQJ�
transfers of energy only between adjacent segments, but 
Winter and Robertson (1979) had already disproved this 
concept by showing that some of the energy generated at 
the ankle transfers from the foot to the leg, to the thigh, 
and even to the trunk. Wells (1988) demonstrated that 
the work done and energy transferred within the body 
can be estimated using an algorithm that predicts the 
recruitment patterns of mono- and biarticular muscles. 
The algorithm partitions the net moments of force at each 
joint into either mono- or biarticular muscles based on 
whether activating a two-joint muscle could reduce the 
levels of muscle force.

In summary, the total work and internal work done, 
as calculated from mechanical energy changes, can be 
used to estimate the mechanical work. This method can 
be used when other, more accurate methods cannot be 
applied. A better method, supported by Elftman (1939a), 
Robertson and Winter (1980), Aleshinsky (1986a), and 
van Ingen Schenau and Cavanagh (1990), uses inverse 
dynamics to compute the net moments of force at each 
joint and then measures the work done by these sources.

EXAMPLE 6.3
Calculate the mechanical energy of an 18.0 kg thigh that 
has a linear velocity of 8.00 m/s and a rotational velocity 
of 20.0 rad/s and whose center of gravity is 1.20 m high. 
The thigh’s moment of inertia is 0.50 kg·m.
See answer 6.3 on page 386.



Energy, Work, and Power _�139

Inverse Dynamics Methods
Because the work on a body can be measured by the 
changes in mechanical energy or the work done by the 
resultant forces and moments of force acting on the body, 
another approach to computing the external, internal, and 
total work done is possible. Inverse dynamics permits 
the calculation of the net forces and moments of force 
acting on individual segments of an n-link system of 
rigid bodies. This section details how the results from 
an inverse dynamics analysis can be used to compute 
total body work measures.

Procedures for computing net forces and moments of 
force were presented in chapter 5. If the body is assumed 
to be deformable and to have friction in its joints, then 
the net forces at these joints may do work against fric-
tion, and energy may be stored and released because of 
the elasticity of the tissues. These sinks and sources of 
HQHUJ\�DUH�GLI¿FXOW�WR�TXDQWLI\�DQG�WKHUHIRUH�DUH�XVX-
ally assumed to be negligible or are attributed to other 
sources, such as the net moments of force. A sink is a 
structure that can dissipate or store energy and may or 

may not return the energy. In the body, muscles are sinks 
when they contract eccentrically to reduce the mechani-
cal energy of the system. Ligaments, bones, bursae, and 
cartilage also act as energy sinks. Energy sources are 
structures that supply or return stored energy. Muscles 
are the primary biological structures that supply energy 
to the body. Elastic structures are both sources and sinks. 
They receive energy during deformation (elongation or 
compression) and then return some of the energy after 
the deforming force is released (although some stored 
elastic energy is lost as heat).

Most researchers model the human body as a linked 
system of rigid bodies and assume that the joints are 
frictionless. These assumptions simplify the computation 
of mechanical work by eliminating the possibility that the 
net forces will affect the total work done by the body or 
its internal or external work. The only sources of work 
become the net moments of force acting at each joint 
and any external forces acting on the body. Aleshinsky 
(1986a) presented a thorough explanation for this phe-
nomenon. In the sections that follow, the equations for 
computing work based on the net forces and moments of 

FROM THE SCIENTIFIC LITERATURE
Winter, D.A. 1976. Analysis of instantaneous energy of normal gait. Journal of Biomechanics 9:253-7.

This paper illustrates how quantifying the instantaneous 
energy patterns of linked-segment movements can iden-
tify conservation of mechanical energy. In this study, the 
segments of the lower extremity were studied in 2-D (the 
sagittal plane) during walking along a level surface. The 
potential, translational kinetic, rotational kinetic, and total 
energy patterns of the leg (shank), thigh, and torso were 
calculated, as were the total body energies. The total body 
energy was estimated by considering the trunk, head, and 
upper extremities as one segment and assuming bilateral 
symmetry of the lower extremities so that the patterns of 
one lower extremity could be phase-shifted to estimate 
the other side.

The study reached several important conclusions about 
walking. For example, the results showed that at normal 
walking speeds, rotational kinetic energies can be ignored 
because of their small magnitudes. More important, 
:LQWHU�LGHQWL¿HG�WKH�UHODWLYH�LPSRUWDQFH�RI�WUDQVODWLRQDO�
kinetic energy changes in comparison with the other forms 
RI�PHFKDQLFDO�HQHUJ\�FKDQJHV�IRU�WKH�WKLJK��¿JXUH����b) 
DQG�SDUWLFXODUO\�WKH�OHJ�VHJPHQWV��¿JXUH����a). In contrast, 
the torso’s energy variations for translational kinetic 
energy and potential energy were similar in magnitude.

Winter explained that the leg segment could not 
conserve energy because the kinetic and potential ener-

gies increased and decreased synchronously. Thus, no 
passive energy exchange like the one that occurs with 
pendular motion could take place between these two 
HQHUJ\�VRXUFHV��&RQYHUVHO\��WKH�WKLJK��¿JXUH����b) and 
WRUVR� �¿JXUH����c) segments exhibited periods during 
which their potential and translational kinetic energy pat-
terns were asynchronous—one source increased while 
the other decreased and vice versa. This phenomenon 
reduces the muscular work costs and shows that energy 
conservation occurred between the two segments. 
:LQWHU�DOVR�VKRZHG��¿JXUH����d) that conservation of 
energy may occur between one lower extremity and 
the other; there were overlapping periods during which 
one extremity’s total energy pattern decreased while the 
other’s increased and vice versa. Although these data do 
not prove that conservation occurs from one side to the 
other, they do support the possibility. The mechanical 
energy approach used in this study cannot distinguish 
whether conservation occurs between and among seg-
ments, nor can it distinguish whether muscles acting 
across each segment act concentrically or eccentrically 
to cause the respective increases or decreases in energy. 
Later, we present a more sophisticated method that uses 
inverse dynamics to determine the work done across 
adjacent segments.

(continued)
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(continued)
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 ŸFigure 6.5 Energy changes in the (a) leg, (b) thigh, (c) torso, and (d) lower extremities during one cycle of 
walking.
Reprinted from Journal of Biomechanics, Vol. 9, D.A. Winter, “Analysis of instantaneous energy of normal gait,” pgs. 253-257, copyright 1976, 
with permission of Elsevier.
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force are presented, along with a discussion of how the 
two methods (mechanical energy and inverse dynamics) 
can be applied together to better understand how energy 
is supplied, transferred within the body, and dissipated. 
First, a segmental approach is taken to investigate the 
transmission and use of mechanical energy by the seg-
ments. Second, a joint analysis is described, and the role 
of the moments of force at each joint and the transfers 
RI� HQHUJ\�E\� WKH� QHW� IRUFHV� DW� HDFK� MRLQW� DUH� GH¿QHG��
Third, methods for computing the total body power 
requirements are described. Fourth, the relationships 
between the two methods and the differences that are 
often observed are investigated.

Segmental Power Analysis
Segmental energy analysis requires only knowledge 
of segmental kinematics and inertial properties. Using 
inverse dynamics methods to obtain the work done by 
the moments of force at each joint requires additional 
information and a more complex analysis. The additional 
information includes the history of any external force 
that is in direct contact with the segment of interest. 
For example, to compute the work done at the ankle 
during stance, the GRF acting against the foot must be 
measured (Robertson and Winter 1980; Williams and 
Cavanagh 1983), so force platforms are necessary in 
gait laboratories. During the swing phase, however, a 
force platform is not needed because no external force 
(excluding gravity) acts on the foot. A number of studies 
of sprinting and running have been conducted this way 
(Caldwell and Forrester 1992; Chapman et al. 1987).

The following equations describe how to compute the 
power delivered to a segment from the net forces and 
moments of force at the segment’s connections with the 
rest of the body.

)RUFH�3RZHU�
 PF = F

�
� v�= Fxvx + Fyvy  (6.22)

0RPHQW�3RZHU�
 P

M
 = M

j
'

j
 (6.23)

7RWDO�3RZHU�'HOLYHUHG�WR�6HJPHQW�

 PS = PFj + PM j( )
j = 1

J

�  (6.24)

where J is the number of joints or other structures that 
are directly connected to the segment. For example, a foot 
segment has one attached segment (the leg) and the fore-
arm has two (wrist and elbow), but the trunk could have 
two (both thighs), four (both thighs and both shoulders), 
RU�¿YH��WKLJKV��VKRXOGHUV��DQG�QHFN��FRQQHFWLRQV��GHSHQG-
ing upon how it is modeled. Note that a foot in contact 
with a surface can gain or lose energy to the surface if 

there is relative motion (e.g., slippage, deformation, or 
motion such as with an elevator, escalator, diving board, 
or bicycle pedal). In such cases, the foot is considered to 
have two sources of power. For most locomotor studies, 
a single connection is the norm.

Another advantage of the inverse dynamics approach 
is that the powers delivered to each segment can be mea-
sured from the segment’s rate of change of mechanical 
energy. This equality, derived from the work-energy 
relationship and sometimes called the energy balance 
or power balance, has been used to check the validity of 
assumptions about modeling segments as rigid bodies 
and synchronizing external forces with cinematographic 
or videographic data (Robertson and Winter 1980). It has 
also been used to indirectly determine the deformation 
energy of the foot during stance (Robertson et al. 1997; 
Winter 1996). The following equations express these 
UHODWLRQVKLSV�

5DWH�RI�&KDQJH�RI�0HFKDQLFDO�(QHUJ\�

 PE =
dEtme

dt
�
�Etme

�t
 (6.25)

7RWDO�3RZHU�'HOLYHUHG�WR�6HJPHQW�

 PS = PFj + PM j( )
j = 1

J

�  (6.26)

3RZHU�%DODQFH�
 PE = PS (6.27)

where E
tme

 is the total mechanical energy of a segment, 
P

F
 and P

M
 are the powers delivered by the forces and 

moments of force, respectively, and J is the number of 
joints connected to the segment.

Joint Power Analysis
-RLQW�SRZHU�DQDO\VLV�LV�D�VLPSOL¿HG�YHUVLRQ�RI�VHJPHQWDO�
SRZHU�DQDO\VLV��,W�UHIHUV�WR�H[DPLQLQJ�WKH�ÀRZ�RI�HQHUJ\�
(power) across a joint that results from the net force 
and moment of force at the joint. The powers from net 
forces are the same as those used in segmental power 
analyses, but the moment of force powers require the 
relative angular velocities ('

j
) of the joints rather than the 

segmental angular velocities. In other words, the power 
provided by the net moment of force, called the moment 
power, is the product of the net moment of force times 
the difference between the angular velocities of the two 
segments that make up the joint ('

p
�í�'

d 
)�

)RUFH�3RZHU�
 PF = F

�
� v�= Fxvx + Fyvy  (6.28)

0RPHQW�3RZHU�
 PM = M j� j = M j � p �� d( )  (6.29)
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FROM THE SCIENTIFIC LITERATURE
Robertson, D.G.E., and D.A. Winter. 1980. Mechanical energy generation, absorption and transfer 

amongst segments during walking. Journal of Biomechanics 13:845-54.

This paper had two purposes—to partially validate the 
calculation of inverse dynamics and to show how segmental 
power analyses can be used to investigate the delivery of 
power to the segments of the lower extremity during walk-
LQJ��7KH�¿UVW�SXUSRVH�ZDV�UHDOL]HG�E\�DSSO\LQJ�WKH�ZRUN�
HQHUJ\�UHODWLRQVKLS²PRUH�VSHFL¿FDOO\��LWV�GHULYDWLYH��7KDW�
is, the instantaneous power of a rigid body is equal to the 
power delivered to the body by forces and moments of force. 
Computing the instantaneous power of a body requires 
only knowledge of the body’s kinematics, namely its linear 
velocity, angular velocity, and height above a reference 
(usually the ground). From these (presented earlier in this 
chapter), the translational kinetic energy, rotational kinetic 
energy, and gravitational potential energy are computed. 
Summing these to obtain the total mechanical energy and 
taking the time derivative yield the instantaneous power of 
the body. The same can be done for segments of the body. 
These powers are not affected by GRF measurements or 
synchronizing motion data with external force data and 
therefore are relatively more accurate than the powers of 
the forces and moments of force determined by inverse 
dynamics methods (see chapter 5).

In theory, the instantaneous power of a body must be 
equal to the sum of the powers delivered to the body from 
all forces and moments of forces that act on the body. 
Because the force and moment powers can be contami-
nated by errors resulting from improper measurement or 
synchronization of external forces (e.g., GRFs), the authors 
believed that agreement between the two measures of a 
segment’s power requirements provided evidence that the 
inverse dynamics calculations were accurate.

The authors tested this principle for the three segments 
of the lower extremity during walking and found excellent 
agreement for all but the foot segment during the periods 
of early weight acceptance and late push-off. They con-
cluded that the poor agreement probably resulted from 

poor spatial or temporal synchronization of the GRFs with 
the motion kinematics. Later, Siegel and colleagues (1996) 
suggested that the cause of these discrepancies may be 
the assumption that the foot is a rigid body. They showed 
that the errors between the instantaneous powers and the 
sum of the powers from the forces and moments were 
VLJQL¿FDQWO\�UHGXFHG�E\�PRGHOLQJ�WKH�IRRW�DV�D�GHIRUP-
able body and using 3-D equations of motion. Winter 
(1996) also supported this concept, whereas Robertson 
and colleagues (1997) proposed that modeling the foot as 
two segments by dividing it at the metatarsal-phalangeal 
joints would improve the power discrepancies.

The second purpose of the Robertson and Winter 
(1980) paper was to show how these two measurements of 
power can be used to understand how a segment’s energy 
is supplied by the net forces and moments of forces that 
act on the segment. Table 6.1 shows the various ways 
that a moment of force acting across a joint can transfer 
energy between, supply energy to, or dissipate energy 
from adjacent segments. The authors showed that each 
moment of force can simultaneously transfer and generate 
or dissipate (absorb) energy, depending on the angular 
velocities of the adjacent segments and joints. The authors 
also demonstrated the importance of energy transfers 
between segments as a result of the moments of force 
acting across the joints. These transfers had magnitudes 
comparable to the magnitudes of the powers generated 
during concentric contractions or dissipated during 
eccentric contractions. These latter roles of the muscle 
(doing positive and negative work) are usually considered 
to be the only functions of the moments of force and the 
muscles (Donelan et al. 2002). This research showed that 
an equally important role of muscles and moments of 
force is to transfer energy from segment to segment and 
thereby to conserve energy and reduce the physiological 
costs of motion.

Table 6.1 Possible Transfers, Generation, and Absorption of Energy by the Moment 
of Force Acting Across a Joint

Description of movement
Type of 
contraction

Directions of 
segmental original 
velocities Muscle function

Amount, type, and 
direction of power

TWo sEgMEnTs roTATing in opposiTE DirEcTions
a. Joint angle decreasing Concentric Mechanical energy 

generation
M'1 generated to 
segment 1.
M'2 generated to 
segment 2.

E5144/Robertson/fig 6.6b/463980/TB/R1
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Description of movement
Type of 
contraction

Directions of 
segmental original 
velocities Muscle function

Amount, type, and 
direction of power

TWo sEgMEnTs roTATing in opposiTE DirEcTions (continued)
b. Joint angle increasing Eccentric Mechanical energy 

absorption
M'1 absorbed from 
segment 1.
M'2 absorbed from 
segment 2.

BoTh sEgMEnTs roTATing in sAME DirEcTion

a. Joint angle decreasing (e.g., '1 > '2) Concentric Mechanical energy 
generation and 
transfer

M('1�í�'2) generated 
to segment 1.
M'2 transferred to 
segment 1 from 2.

b. Joint angle increasing (e.g., '2 > '1) Eccentric Mechanical energy 
absorption and 
transfer

M('2�í�'1) absorbed 
from segment 2.
M'1 transferred to 
segment 1 from 2.

c. Joint angle constant ('1 = '2) Isometric 
(dynamic)

Mechanical energy 
transfer

M'2 transferred from 
segment 2 to 1.

onE sEgMEnT fixED (e.g., sEgMEnT 1)

a. Joint angle decreasing ('1 = 0, '2 > 0) Concentric Mechanical energy 
generation

M'2 generated to 
segment 2.

b. Joint angle increasing ('1 = 0, '2 < 0) Eccentric Mechanical energy 
absorption

M'2 absorbed from 
segment 2.

c. Joint angle constant ('1 = '2 = 0) Isometric 
(static)

No mechanical 
energy function

Zero

Reprinted from Journal of Biomechanics, Vol. 13, D.G.E. Robertson and D.A. Winter, “Mechanical energy generation, absorption and transfer 
amongst segments during walking,” pgs. 845-854, copyright 1980, with permission of Elsevier.

This method is the one most often used for the analysis of 
a wide variety of human movements, including walking 
(Winter 1991), jogging (Winter and White 1983), race 
walking (White and Winter 1985), running (Elftman 
1940), sprinting (Lemaire and Robertson 1989), jumping 
(Robertson and Fleming 1987), kicking (Robertson and 
Mosher 1985), skating (de Boer et al. 1987), and cycling 
(van Ingen Schenau et al. 1990).

In general, power histories are presented simultane-
ously with the net moment histories and the joint angu-
lar velocities or displacements. Figure 6.6 shows how 
these data are typically presented. Figure 6.6a shows 
the powers produced by the hip moment of force of an 
elite sprinter. Notice that the angular velocity curve at 
WKH�WRS�LQGLFDWHV�ZKHQ�WKH�MRLQW�LV�ÀH[LQJ�RU�H[WHQGLQJ��
That is, when the angular velocity is positive, the hip 
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LV�ÀH[LQJ��DQG�ZKHQ�LW�LV�QHJDWLYH��WKH�KLS�LV�H[WHQGLQJ��
1RWLFH�WKDW�WKH�SHDN�ÀH[LRQ�YHORFLW\�LV�QHDUO\����UDG�V��RU�
DSSUR[LPDWHO\������V��D�VSHHG�VLJQL¿FDQWO\�JUHDWHU�WKDQ�
what can be tested on isokinetic dynamometers such as 
the KinCom, Biodex, or Cybex, which are limited to 
velocities less than 360º/s.

The net moment curve indicates the direction of the 
net moment of force. For example, a positive hip moment 
RI�IRUFH�LQGLFDWHV�D�ÀH[RU�PRPHQW��ZKHUHDV�D�QHJDWLYH�
moment indicates an extensor moment. The sense of the 
PRPHQW�RI�IRUFH��ÀH[RU�RU�H[WHQVRU��GHSHQGV�RQ�ZKLFK�
joint is being analyzed and which way the subject is 
facing. If the subject is facing sideways and to the right, 

a positive moment of force about the mediolateral axis is 
ÀH[RU�IRU�WKH�KLS��H[WHQVRU�IRU�WKH�NQHH��DQG�GRUVLÀH[RU�
for the ankle. If the moment of force is negative, the hip 
PRPHQW�LV�H[WHQVRU��WKH�NQHH�PRPHQW�LV�ÀH[RU��DQG�WKH�
DQNOH�PRPHQW�LV�SODQWDU�ÀH[RU�

The power curve, which is the product of the other two 
curves, shows when positive work and negative work are 
being done. Positive work, also called concentric work, 
is done when the power history is positive, for example, 
between 0.01 and 0.16 s of the hip power. By looking at 
the moment curve above it, one can readily determine 
ZKLFK�PRPHQW�RI�IRUFH��H[WHQVRU�RU�ÀH[RU��FUHDWHG�WKH�
power. The area under the power curve determines 

 ŸFigure 6.6a Angular velocities, moments of force, and powers at the (a) hip and (b) knee during the swing 
phase (ITO to IFS) of an elite male sprinter running at 12 m/s. The data displayed are from the ipsilateral side. 
ITO = ipsilateral, toe-off; IFS = ipsilateral, foot-strike; CTO = contralateral, toe-off; CFS = contralateral, foot-strike.
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the amount of work done. Conversely, when the power 
history is negative, for example, between 0.01 and 0.13 
of the knee power, eccentric or negative work is being 
done by the associated moment of force, in this case 
extensor. Many authors use power histories to determine 
the sequence of events during a movement cycle (see 
Robertson and Winter 1980; Winter 1983c).

Total Body Work and Power
Computing total body work—equivalent to the external 
work done by or on the body—requires the summation 
of the work done by all of the body’s moments of force. 
The work done by a moment of force, as outlined ear-
lier, is the time integral of the product of the moment of 

force times the angular velocity of the joint it crosses. 
In equation form,

 Wtb = Pj
j = 1

J

�
0

T

� dt � Pn, j
j = 1

J

� �t
n = 1

N

�  (6.30)

where J is the number of joints in the body, N is the 
number of time intervals, and P

n,j
 is the moment power 

produced (= M
n,j

'
n,j

) by the jth net moment of force at 
time n. This relationship assumes that no external struc-
ture (elevator, escalator, diving board, car, and bicycle) 
does work on the body and that there are no losses of 
energy at the joints from friction or compression or from 
deformation of the skeletal system. These latter situa-
tions create forces that consume power and reduce the 
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total body’s mechanical energy. If the skeletal system 
is assumed to be rigid and the joints are assumed to be 
frictionless, only the moments of force can increase or 
decrease the total mechanical energy.

To determine the total body’s instantaneous power, 
you simply add up the moment powers of all the joints 
at any instant in time (n). That is,
7RWDO�%RG\�3RZHU�

 Ptb = M j � j dt � Mj, n � j, n�t
n = 1

N

�
j = 1

J

�
0

T

�
j = 1

J

�  (6.31)

Cappozzo and colleagues (1975, 1976) were among the 
¿UVW�UHVHDUFKHUV�WR�DWWHPSW�WR�TXDQWLI\�WKH�WRWDO�ERG\¶V�
mechanical energy and power in this way. They also 
validated their measure against the change in energy as 
measured by segmental energy changes. That is,

 W
tb
 = !E

tme
 (6.32)

Using relatively crude data-smoothing techniques, the 
investigators showed that the two measures agreed. 
Differences were attributed to errors in the data collec-
tion procedures and the assumption that segments were 
rigid bodies.

Relationship  
Between Methods
The segmental and inverse dynamics methods are dif-
ferent ways of obtaining the work and power produced 
and distributed within the body. This relationship exists 

because the work-energy relationship demonstrates that 
the change in energy of a body or segment results from 
the work done on the body or segment. That is, W = !E. 
Equivalently, the power of a body or segment is equal 
to the rate of change of the body’s or segment’s total 
energy. That is,

 P = !E/!t (6.33)

The two sides of these equations can be determined 
using the two methods just outlined. Table 6.2 shows 
an expanded version of these equations for a simple 
four-segment model of the body. Note that the powers 
(P) have been replaced by each segment’s associated 
force (P

F
 = 
�
F ∙ 
�v ) and moment (P

M
 = M') powers. This 

model assumes that the subject performs a bilaterally 
symmetric motion and that the head, arms, and trunk 
are combined into a single segment called trunk.

Notice that all of the 
�
F ∙ 
�v  terms cancel out and only 

the M' terms are preserved when all the segmental 
powers are summed. This is because it is assumed that 
no energy is dissipated across the joints from frictional 
losses or compression of the joint articulating surfaces, 
and thus the joint forces do no work on the segments. 
Joint forces transfer energy from segment to segment but 
GR�QRW�LQÀXHQFH�WKH�ERG\¶V�RYHUDOO�PHFKDQLFDO�HQHUJ\��
Only the moments of force across the joints increase or 
GHFUHDVH� WKH�ERG\¶V� HQHUJ\� OHYHOV��7KH�¿QDO� HTXDWLRQ�
GH¿QHV�WKH�UDWHV��L�H���WKH�SRZHUV��DW�ZKLFK�WKH�PRPHQWV�
affect the body, and it corresponds to the method of cal-
culating the total body power outlined earlier.

Table 6.2 Segment and Total Powers of a Four-Segment Model of the Body 

Joint Ankle Knee hip Total

Foot +F
ankle

 ∙ v
ankle

 + M
ankle 

'
foot =

�Efoot

�t

Leg íF
ankle

 ∙ v
ankle

 í�M
ankle 

'
leg

+F
knee

 ∙ v
knee

 + M
knee 

'
leg =

�Eleg

�t

Thigh í)
knee

 ∙ v
knee

 – M
knee 

'
thigh

+F
hip

 ∙ v
hip

 + M
hip 

'
thigh =

�Ethigh

�t

Trunk í)
hip

 ∙ v
hip

 í�M
hip 

'
trunk =

�Etrunk

�t

Total M
ankle

 ('
foot

 í�'
leg

) or M
ankle 

'
ankle

M
knee

 ('
leg
�í�'

thigh
) or + M

knee 
'

knee
M

hip
 ('

thigh
 í�'

trunk
) or + M

hip 
'

hip =
�ETotal

�t
F

ankle
 = net ankle force as applied to foot; F

knee
 = net knee force as applied to leg; F

hip
 = net hip force as applied to thigh; v

ankle
 = velocity of ankle; 

v
knee

 = velocity of knee; v
hip

 = velocity of hip; M
ankle

 = net ankle moment as applied to foot; M
knee

 = net knee moment as applied to leg; M
hip

 = net 
hip moment as applied to thigh; '

foot
 = angular velocity of foot; '

leg
 = angular velocity of leg; '

thigh
 = angular velocity of thigh; '

trunk
 = angular 

velocity of trunk; !E
foot

 = change in total mechanical energy of foot; !E
leg

 = change in total mechanical energy of leg; !E
thigh

 = change in total 
mechanical energy of thigh; !E

trunk
 = change in total mechanical energy of trunk; !E

Total
 = change in total mechanical energy of total body; !t = 

duration of motion; '
ankle

 = angular velocity of ankle; '
knee

 = angular velocity of knee; and '
hip

 = angular velocity of hip.
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MECHANICAL EFFICIENCY
7UDGLWLRQDOO\��PHFKDQLFDO�HI¿FLHQF\��0(��LV�GH¿QHG�DV�
either the work done by a system divided by the energy 
cost of running the system (times 100%) or the power 
output over the power input. That is,

 ME = 100% % W
output

/W
input

  
  = 100% % P

output
/P

input
 (6.34)

For mechanical or electrical systems, measuring the 
input and output work or power is relatively easy. 
For example, an engine’s input cost is measured by 
the amount of fuel consumed or electricity used. The 
RXWSXW�ZRUN�RU� SRZHU� LV�PRUH� GLI¿FXOW� WR� GHWHUPLQH��
but, depending on what the engine is used for, it is mea-
sured by the useful work done. Of course, no machine 
FDQ�DFKLHYH������HI¿FLHQF\��6RPH�HQHUJ\�LV�ZDVWHG�DV�
frictional heat or viscous damping or mechanical wear 
on the system parts. Typical mechanical systems rarely 
achieve MEs of greater than 30% and electrical systems 
rarely of greater than 40%.

)RU�D�ELRORJLFDO�V\VWHP��0(�LV�GH¿QHG�DV�WKH�PHFKDQL-
cal work done over the physiological cost times 100% 
(Cavagna and Kaneko 1977; Williams 1985; Zarrugh 
1981). In general, the mechanical work done is considered 
to be the external work done by the body on its environ-
PHQW��7KLV�TXDQWLW\�ZDV�GH¿QHG�HDUOLHU��0RUH�UHFHQWO\��
KRZHYHU�� WKH�ZRUN�GRQH�KDV�EHHQ�GH¿QHG�DV� WKH� WRWDO�
mechanical work done by the body—in other words, the 
external work plus the internal work done. These terms 
ZHUH�DOVR�GH¿QHG�HDUOLHU�LQ�WKLV�FKDSWHU��7KH�UHDVRQ�WKDW�
WKLV�UHGH¿QLWLRQ�KDV�RFFXUUHG�LV�WKH�zero-work paradox 
(Aleshinsky 1986a).

The zero-work paradox occurs when a person or 
machine ambulates (walks, runs, paddles, crawls, or oth-
erwise moves) at a constant average speed along a level 
surface. The input cost can be measured by calculating 
the energy cost of the activity. In the case of humans, the 
energy cost is measured from the utilization of biological 
fuels, such as adenosine triphosphate (ATP) or creatine 
phosphate (CP), or indirectly by the amount of oxygen 
consumed by the activity. In these situations, however, 
the mechanical work done is zero because there is no 
change in the mechanical energy of the body. Because 
the body moves along a level surface, there is no change 
in gravitational potential energy and because the body 
has a constant speed, there is no change in kinetic energy. 
(The cost of friction is considered to be negligible.)

Clearly, the person (or machine) can traverse a distance 
HI¿FLHQWO\�RU�LQHI¿FLHQWO\��)RU�H[DPSOH��VKH�FRXOG�ZDON�DW�
a self-selected pace in a straight line from point A to B, 
or she could meander between the two points, hop from 
one foot to another, or walk with a severely disturbed 
pattern as a result of a poorly constructed prosthesis or a 

neurological disorder. In all cases, if the person starts and 
arrives at the same speed, no mechanical work can be said 
to have been done if only the external work is measured.

2I�FRXUVH��WKH�SK\VLRORJLFDO�FRVW�UHÀHFWV�DQ\�DEQRU-
PDO�� LQHI¿FLHQW�PRYHPHQWV� GXULQJ� D� ORFRPRWRU� WDVN��
WKXV��WKH�PRVW�HI¿FLHQW�JDLW�SDWWHUQV�KDYH�WKH�VPDOOHVW�
costs, and it is likely that the self-selected walking gait 
LQ� WKH� H[DPSOH� MXVW� GLVFXVVHG�ZDV� WKH�PRVW� HI¿FLHQW�
gait. But the physiological measurements cannot tell 
WKH�UHVHDUFKHU�ZKHUH�WKH�LQHI¿FLHQFLHV�OLH��7R�VROYH�WKLV�
problem, various researchers have included the internal 
ZRUN�GRQH�LQ�WKH�QXPHUDWRU�VR�WKDW�0(�LV�GH¿QHG�DV

 ME = 100% % (External Work + Internal Work) 
 ( (Physiological Cost) (6.35)

The numerator (external plus internal) is also called the 
total mechanical work and is best measured by sum-
ming the integrals of the absolute powers produced by 
the net moments of force, but it may also be estimated 
by summing the absolute values of the changes in total 
body mechanical energy. These measures, in addition 
WR� HYDOXDWLQJ� WKH� HI¿FLHQF\�RI� WKH� ORFRPRWRU� SDWWHUQ��
aid in identifying where mechanical energy is produced 
and dissipated, and they potentially can identify where 
LQHI¿FLHQFLHV�H[LVW�

Although calculating the mechanical energy costs in 
this way is imperfect, it provides valuable insights into 
how people perform an activity. However, another source 
RI�GLI¿FXOW\�ZLWK�TXDQWLI\LQJ�0(�LQ�ELRORJLFDO�V\VWHPV�
is determining exactly how to calculate the physiological 
FRVWV��%HFDXVH�LW�LV�YHU\�GLI¿FXOW�WR�TXDQWLI\�WKH�H[DFW�
amount of biological fuel required to perform an activ-
ity, physiologists and biomechanists have used indirect 
calorimetry to estimate the energetic costs. It is assumed 
that the oxygen consumed is equivalent to the energetic 
costs. This works well as long as submaximal activities 
are investigated, but activities that exceed the anaero-
bic threshold result in the accumulation of lactic acid 
and an oxygen debt. The oxygen debt is the amount of 
oxygen that needs to be consumed to restore the body to 
its equilibrium state. This cost must be included as part 
of the physiological cost of the movement, but it is not 
included if the experimenter stops measuring oxygen 
cost at the end of the activity. To correctly assess the 
physiological cost, the researcher should quantify the 
R[\JHQ�FRVW�XQWLO�WKH�GHEW�LV�UHSDLG��7KH�GLI¿FXOW\�OLHV�LQ�
determining exactly when this occurs and the length of 
time it takes to restore equilibrium. Whereas the debt is 
created quickly, recovery is quite slow, and for vigorous 
activities it may take several hours. This makes the data 
collection expensive and limits the number of subjects 
who can be tested per day.

$QRWKHU�GLI¿FXOW\�WKDW�PXVW�EH�FRQVLGHUHG�LV�ZKHWKHU�
the whole oxygen cost should be used to quantify the 
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physiological cost of an activity. Part of the oxygen cost 
is maintenance energy—the energy required to keep 
WKH� QRQPXVFXODU� WLVVXHV� IXQFWLRQLQJ� �VHH�¿JXUH� ������
This energy can be measured from the basal metabolic 
rate (BMR), which is the metabolic cost of maintaining 
vital functions. These requirements are necessary to 
VFLHQWL¿FDOO\�DQG�UHOLDEO\�TXDQWLI\�%05�

 Ź The subject should have fasted for between 14 and 
18 hours.

 Ź The subject should be lying supine, quietly awake, 
following a restful night of sleep.

 Ź The subject should not have exerted himself within 
the past 3 hours.

 Ź The subject’s body temperature should be within the 
normal range, and the ambient temperature should 
be thermoneutral.

&OHDUO\�� WKLV�PHDVXUH� LV� GLI¿FXOW� DQG� H[SHQVLYH� WR�
obtain. Some researchers have proposed that a more 
appropriate measure is the oxygen cost of the person’s 
resting state immediately before the activity. For most 
activities, this is the cost of standing. Thus, to compute 
the physiological cost of walking, one would measure the 
oxygen cost of standing and then subtract this amount 

from the oxygen cost during walking. Although this may 
be appropriate for some projects (because it increases 
sensitivity), it is not typical of evaluations of mechani-
cal systems. It is up to the researcher to determine the 
EHVW� DSSURDFK� DQG� WR� UHSRUW� SUHFLVHO\� KRZ� HI¿FLHQF\�
was computed.

SUMMARY
This chapter detailed how to compute or measure 
mechanical energy, work, and power of planar human 
motions. Methods for computing whole body work, the 
work done on a single segment, and the work done by 
the moments of force at each joint were presented. One 
of the most useful tools in the biomechanist’s toolkit was 
outlined—joint power analysis, which tells the researcher 
where mechanical energy is consumed, where it is trans-
mitted within the body, and where it is produced. This 
analysis requires that an inverse dynamics analysis be 
done, but it adds important information about how the 
moments of force at each joint contribute to the energet-
ics of the musculoskeletal system. Chapter 7 presents 
additional information that deals with 3-D motion. 
)RUWXQDWHO\�� LW� LV�QRW�GLI¿FXOW� WR�H[WHQG� WKH�SULQFLSOHV�
outlined here to 3-D motions.

FROM THE SCIENTIFIC LITERATURE
van Ingen Schenau, G.J., and P.R. Cavanagh. 1990. Power equations in endurance sports. Journal of 

Biomechanics 23:865-81.

This survey article “attempts to clarify the formulation 
of power equations applicable to a variety of endurance 
activities.” The authors outline some of the approaches 
taken to investigate the energetic costs of locomotor 
activities. Their concern is not only with the biomechani-
cal costs of motion but also with the considerations neces-
sary for measuring the physiological costs. The authors 
point out that there still is no completely accepted way 
of “accurate[ly] accounting [for] the relationship between 
metabolic power input and the mechanical power output,” 
but they do present the best currently available techniques. 
The paper reviews the research on the energetics of run-
ning, cycling, speed skating, swimming, and rowing.

This is an excellent overview of how equations based 
on Newtonian mechanics can be used to derive the 
mechanical power output of human locomotor activities. 
By lumping together all the external forces acting on the 
body, the authors derived an expression for the power 
production during locomotion. The expression equates 

the summation of the moment powers for all the joints 
(on the left side of the equation) to the rate of change of 
segmental mechanical energy minus the power that is 
delivered to the environment through the external forces 
(
�
Fexternal

). That is,

 M j� j =
d Etme�
dt� � F

�

external � v
�
external

�
�

�
��  (6.36)

where M
j
 is the net moment of force at each joint, '

j
 is the 

joint angular velocity, E
tme

 is the segment total mechanical 
energy, 

�
F

external
 is any external force acting on the body, 

and 
�v

external
 is the velocity of the point of application of 

each external force. To the right-hand side of the equa-
tion could be added any powers resulting from external 
moments of force (M

external
 '

external
), such as when a cyclist 

grips handlebars, but these types of forces are infrequently 
encountered in biomechanics.
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Chapter 7

Three-Dimensional  
Kinetics
W. Scott Selbie, Joseph Hamill, and Thomas M. Kepple

K inetics is the study of the forces and moments that cause motion of a body. As expressed by  
 Vaughan and colleagues (1996), coordinated movement results from the activation of many  
 muscles, and it is the tension in muscles acting across joints, in concert with the interaction 

of the body with the environment, that causes the kinematics we observe. The study of the kinetics, 
therefore, allows researchers to explore basic mechanisms of human movement.

In this chapter we present an introduction to methods of 3-D kinetics. Note that just as with 3-D 
kinematic analysis, multiple planar views of 2-D forces and moments should not be considered a 3-D 
analysis. In preparation for this chapter, the reader should become comfortable with the principles of 
vectors and matrices presented in appendixes D and E and the process of transforming vectors between 
coordinate systems (e.g., between the global coordinate system and a segment local coordinate system) 
as presented in chapter 2.

:H�LOOXVWUDWH���'�NLQHWLF�DQDO\VLV�RI�KXPDQ�JDLW��VSHFL¿FDOO\�ORZHU�H[WUHPLW\�PRWLRQ��EDVHG�RQ�WKH�
recording of a performance using an optical 3-D 
motion-capture system, and once again, we take 
a how-to approach that elaborates and extends the 
methods described in chapter 2.

In this chapter, we

 Ź extend the representation of segments and link 
models from chapter 2,

 Ź describe the process for a Newton-Euler inverse 
dynamics analysis of human locomotion,

 Ź address important considerations in the presen-
tation of 3-D joint moment data and potential 
source of error,

 Ź calculate joint power, and
 Ź discuss the interpretation of 3-D joint moment 
data through induced acceleration analysis and 
induced power analysis.

SEGMENTS AND LINK MODELS
In this chapter, the study of kinetics is based on two fundamental assumptions: (1) anatomical segments 
are rigid bodies and (2) these rigid bodies are connected in a hierarchical chain to form a link model 
representation of the subject being studied.

6HJPHQWV�VKRXOG�EH�WKRXJKW�RI�DV�ULJLG�ERGLHV�RI�LQGHWHUPLQDWH�VL]H�FRPSRVHG�RI�D�¿[HG�ORFDO�FRRU-
GLQDWH�V\VWHP��/&6��DQG�¿[HG�DQWKURSRPHWULF�SURSHUWLHV��PDVV��ORFDWLRQ�RI�WKH�FHQWHU�RI�PDVV��DQG�

VISUAL3D EDUCATIONAL EDITION
The Visual3D Educational Edition software included with 
this text includes data sets that represent walking and 
running with full body sets of markers to help you further 
explore and understand the type of analysis presented 
in this chapter. Using the Visual3D Educational Edition 
software, you can experiment with all of the modeling 
capabilities of the professional Visual3D software by 
manipulating the model definitions, signal definitions, and 
basic signal processing in these sample data sets. To 
download the software, visit http://textbooks.c-motion 
.com/ResearchMethodsInBiomechanics2E.php.
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principle moments of inertia. The LCS and these anthropometric properties are all that are required 
WR�GH¿QH�WKH�VHJPHQW��$OWKRXJK�ZH�RIWHQ�PHDVXUH�SURSHUWLHV�VXFK�DV�VHJPHQW�OHQJWKV��VHJPHQW�UDGLL��
and depth, these measures are only used in the anthropometric property estimates and are not intrinsic 
characteristics of the segments. Thus, because a segment consists of only an LCS and inertial properties, 
VHJPHQWV�FRXOG�EH�FRQVLGHUHG�DV�ERGLHV�ZLWK�QR�GH¿QHG�ERUGHUV�H[WHQGLQJ�LQ¿QLWHO\�LQ�DOO�GLUHFWLRQV�

+DYLQJ�VLPSOL¿HG�WKH�GH¿QLWLRQ�RI�D�VHJPHQW�DV�D�FRRUGLQDWH�V\VWHP�ZLWK�LQHUWLD��ZH�QH[W�QHHG�WR�
provide some realistic method of linking these segments to form a hierarchical model of the human 
body. In this chapter, linkage models connect the segments by joints in a manner that either allows 
complete rotational and translational motion between segments (termed six degrees of freedom models 
EHFDXVH�WKUHH�URWDWLRQV�DQG�WKUHH�WUDQVODWLRQV�DUH�DOORZHG�DW�WKH�MRLQWV��RU�VSHFL¿HV�FRQVWUDLQWV�DW�WKH�
joints to limit one or more of the rotational or translational degrees of freedom. These constraint-based 
linkage models were introduced in chapter 2 for the global optimization pose estimation algorithm. 
Regardless of which linkage method is used, the inverse dynamics calculations are identical, so the 
following methods apply to all pose estimations.

3-D INVERSE DYNAMICS ANALYSIS
In traditional dynamics, given a set of initial conditions and a set of forces as inputs, the resultant motion 
of the bodies can be computed over time. In biomechanics, this process is referred to as forward dynam-
ics��7ZR�VLPSOH�H[DPSOHV�RI�IRUZDUG�G\QDPLFV�DUH�FRPSXWLQJ�WKH�ÀLJKW�RI�D�EDOO��SURMHFWLOH�PRWLRQ��
and computing the motion of a pendulum. In both of these cases, gravity serves as the only external 
input, and the resultant motion is computed.

In biomechanics, we often compute in the other direction; that is, we use motion-capture systems 
to record the motion of rigid bodies (usually anatomical segments) and then compute the forces and 
moments that must have been responsible for the observed movement. The process is referred to as 
inverse dynamics because we are computing forces and moments from recorded motion, which is 
the opposite of traditional dynamics. Several methods can be used to calculate inverse dynamics. 
The method presented in this chapter is referred to as a Newton-Euler method. Figure 7.1 displays a 
representative 3-D motion-capture setup, including force platforms, that is typical of a laboratory that 
computes inverse dynamics.

Before delving into the details of 3-D inverse dynamics, we should highlight the indeterminacy 
of the solution to the inverse dynamics problem and the limitations that this imposes. Figure 7.2 is a 
schematic diagram of a foot segment. All structures (with the exception of the soft tissue), the moments 
that they exert, and the ground reaction force (GRF) are illustrated. The pose of the foot (as described 
by one rigid segment) and the GRF are recorded experimentally and used as inputs to the equations of 
motion. In a 3-D inverse dynamics analysis, a rigid body has six equations of motion relating to the six 
degrees of freedom (three translational and three rotational). If we wish to compute the contributions 

E5144/Robertson/Fig7.1/414961/alw/r2-pulled 

Z

X

Y

Force
plate 1

Force
plate 2

Camera 5Camera 6

Camera 1

Computer

Camera 4

Camera 3

Camera 2

Direction of motion
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of all muscles acting on a segment, it should be obvious that 
there are many more unknowns than equations. The result 
is that we have an indeterminate solution. A straightforward 
way to reduce the number of unknowns to six is to replace 
all external forces acting on the foot with a single equivalent 
force that represents the sum of all the effective forces acting 
on the body and a single equivalent couple that represents 
the sum of all effective moments acting on the body. In this 
chapter, the inverse dynamics method represents all bone, 
muscle, and external forces by a single resultant joint reaction 
force vector with three components and a net joint moment 
vector (the more common biomechanical term for a couple) 
with three components.

The action of all muscles acting at an anatomical joint 
produces a net moment about the joint that we can estimate 
using the methods of this chapter and a compressive load 
on the joint surfaces, which we cannot estimate using the 
methods of this chapter. The joint reaction force computed 
at the joint is independent of this compressive load, and 
the net compressive load (joint reaction force plus muscle 
compressive load) cannot be computed from the methods of 
this chapter. In other words, the joint reaction force is not 
the force experienced by the anatomical joint.

To compute the joint reaction forces and net moments 
for any segments, including the lower extremity model 
presented in this chapter, we begin with the Newton-Euler 
equations of motion:

 �
�
F = d

dt
m�v( ) = m�a  (7.1)

 � �� = d
dt
I
��( )  (7.2)

Equation 7.1 (Newton’s equation) states that the sum of all forces acting on a rigid body is equal to 
the rate of change of momentum of the body. Equation 7.2 (Euler’s equation) states that the sum of all 
moments acting on a rigid body is equal to the rate of change of the angular momentum of the body.

&RQVLGHU�WKH�RQH�OLQN�PRGHO�VKRZQ�LQ�¿JXUH����a representing a free body diagram of a foot in 
contact with a force platform (note that the force acting on the foot is recorded). The Newton-Euler equa-
WLRQV�XVHG�WR�GH¿QH�WKH�IRUFH�DQG�PRPHQW�DW�WKH�SUR[LPDO�HQG�RI�WKH�IRRW�VHJPHQW�FDQ�EH�H[SUHVVHG�DV

 
�
Fa = mf

�af �
�g( )� �Fgrf  (7.3)

 
�� a =

d
dt
I f
�� f( )+ �ra. f �mf (

�a f �
�g)( )� �� grf � �ra.grf � �Fgrf( )  (7.4)

where 
�
Fa  is the force at the proximal end of the foot (ankle reaction force), 

�� a  is the net moment at the 
proximal end of the foot (net ankle moment), and 

�g = (0,0,�9.81)  is the gravity vector. The derivation 
of these equations will appear later in this chapter. For now we need to point out that the solution for 
the inverse dynamics requires several inputs: the segment’s anthropometric properties, including mass 
(m

f 
), moment of inertia (I

f 
), and center of gravity location ( �ra. f ); the kinematics, including the trans-

lational velocity ( �vf ), translational acceleration ( �af ), angular velocity (
�� f ), and angular acceleration  

(
�� f ); and the external ground reaction force data (

�
Fgrf , 
�� grf , 
�ra.grf )��VHH�¿JXUH������

We will solve equations 7.1 and 7.2 for a multisegment link model of the lower extremity starting 
with the foot segment from motion capture data using an inverse dynamics approach. In this example, 
we will use the following steps, some of which were covered in earlier chapters:
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 ŸFigure 7.2 A free-body diagram of the 
foot with all external forces identified.
Reprinted from Human Movement Science, Vol. 15, C.L. 
Vaughan, “Are joint moments the holy grail of human 
gait analysis?” pgs. 423-443, copyright 1996, with 
permission of Elsevier.
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1. 'H¿QH�WKH�VHJPHQW�ORFDO�FRRUGLQDWH�V\VWHPV��/&6���VHH�FKDSWHU����
2. Estimate the pose of the model from recorded motion-capture data (see chapter 2).
3. Scale the segment anthropometry to the subject and identify the segment inertial characteristics 

(also chapter 4).
4. Compute kinematics (e.g., angular velocities and accelerations) from the pose estimates (see 

chapter 2).
5. Record and represent external forces acting on the body.
6. Compute the joint reaction forces, net joint moments, and joint powers.

In this chapter, the biomechanical model is a collection of rigid segments linked together hierarchi-
FDOO\��2QH�RI�WKH�IXQGDPHQWDO�DWWULEXWHV�RI�D�VHJPHQW�LV�DQ�/&6�WKDW�LV�¿[HG�ZLWKLQ�WKH�VHJPHQW�DQG�
WKDW��NLQHPDWLFDOO\�VSHDNLQJ��IXOO\�GH¿QHV�D�VHJPHQW��,Q�FKDSWHU���ZH�SUHVHQWHG�D�PHWKRG�IRU�GH¿QLQJ�
the LCS of the lower-extremity segments from motion-capture data that has anatomical meaning. We 
will not review the method here, but our inverse dynamics calculations in this chapter use precisely 
WKH�VDPH�DSSURDFK�WR�GH¿QH�WKH�/&6�IRU�WKH�IRRW��VKDQN��DQG�WKLJK�VHJPHQWV�

In chapter 2 we also presented several methods for estimating the pose (position and orientation) 
of the LCS from motion capture data. We will not review these methods other than to point out that 
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 ŸFigure 7.3 (a) Free body diagram for the foot. (b) Free body diagram for the shank. (c) Diagram 
displaying the three vectors relative to the proximal end of the proximal segment.

E5144/Robertson/Fig7.4/414962/alw/r1-pulled 

Segmental inertial
characteristics

Kinematics
(positions, velocities,

accelerations)

Joint forces and
moments

External forces
(ground reaction force)

Equations
of motion

 ŸFigure 7.4 Flowchart of the inverse dynamics approach.

a b c



Three-Dimensional Kinetics _�155

the inverse dynamics computations presented in this chapter are identical regardless of which pose 
estimation algorithm is used. The user should review chapter 2 before tackling this chapter because 
pose estimation and the transformation between coordinate systems are fundamental to the methods 
presented here.

Identifying Segment Inertial Characteristics
Anthropometry is described in chapter 3 of this book, but we will summarize the methods of estima-
WLRQ�XVHG�LQ�WKLV�FKDSWHU�EHFDXVH�WKH\�DUH�LQWLPDWHO\�OLQNHG�ZLWK�RXU�GH¿QLWLRQV�RI�D�VHJPHQW��6HJPHQW�
anthropometry can be estimated by a number of different means, including; direct measurements (Brooks 
and Jacobs 1975; Zatsiorsky and Seluyanov 1985); regression equations derived from cadaver dissections 
(Chandler et al. 1975; Clauser et al. 1969; Dempster 1955); regression equations derived from skeletons 
(Vaughan et al. 1992); and geometrical representations of the segments (Hanavan 1964; Hatze 1980; 
Yeadon 1990a). All of these approaches are estimates, and all have merit in the appropriate context. 
The choice of method should be based on the population being studied and the level of accuracy that 
the researcher requires for a given experimental hypothesis. The use of any of these equations does not 
change the concepts or computation of inverse dynamics presented in this chapter. In the example of 
WKH�ORZHU�H[WUHPLW\�SUHVHQWHG�LQ�WKLV�FKDSWHU��WKH�PDVV�RI�HDFK�VHJPHQW�LV�GH¿QHG�EDVHG�RQ�WKH�VWXG\�
E\�'HPSVWHU��������DQG�WKH�PRPHQW�RI�LQHUWLD�LV�GH¿QHG�XVLQJ�JHRPHWULF�SULPLWLYHV�EDVHG�RQ�WKH�VWXG\�
by Hanavan (1964).

Segment Mass
In this chapter, the mass of a segment m

s
 is expressed as a percentage p

s
 of the total mass, M, of the 

subject using regression equations presented by Dempster (1955):

 m
s
 = p

s
M (7.5)

For the lower-extremity segments used in this chapter, p
s
 of the foot = 0.0145, shank = 0.0465, and 

thigh = 0.1.

Segment Center of Mass
The center of mass of a segment is the point at which the segment’s mass can be considered to be 
concentrated. When an object is supported at its center of mass, there is no net moment acting on the 
segment and it will remain in static equilibrium. Of the many methods for estimating the location of 
the center of mass of a segment, a straightforward physically based method is presented here that can 
be generalized for any segment. To customize the center of mass locations to an individual subject, we 
approximate the shape of a segment by a geometric primitive of uniform density (Hanavan 1964) scaled 
XQLIRUPO\�WR�WKH�VXEMHFW¶V�VHJPHQW�OHQJWK��7KH�EHQH¿W�RI�WKLV�JHRPHWULF�DSSURDFK�LV�WKDW�ZH�FDQ�GH¿QH�
any segment (any species even), not just the segments of the human body favored by the anatomists in 
the development of the published regression equations.

Many geometric shapes may be suitable for different segments, but for simplicity in this presenta-
tion, we represent all segments of our lower extremity model by a frustrum of a right circular cone 
�VHH�¿JXUH�������7KUHH�SDUDPHWHUV�GH¿QH�WKLV�VKDSH��WKH�OHQJWK�(L), the proximal radius (R

proximal
), and 

the distal radius (R
distal

). This shape has a symmetrical cross section, so the center of mass lies along 
the vector passing through the proximal and distal ends of the segment at a ratio distance, c, from the 
proximal end of the segment in the LCS. The vector from the origin to the center of mass in the default 
LCS used in this chapter is

 r' =
0
0

�cL

�

�

�
�
�

�

�

�
�
�

 (7.6)

Note that the z-component is negative because the z�D[LV�LV�GH¿QHG�IURP�WKH�GLVWDO�HQG�RI�WKH�VHJPHQW�
to the proximal end of the segment (see chapter 2). The value of c from equation 7.6 (relative distance 
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from the proximal end of the segment to the center of mass of the segment) is computed as follows:

 x = Rdistal
Rproximal

 (7.7)

 c = 1+ 2x + 3x
2

4(1+ x + x2 )
for Rdistal < Rproximal  (7.8)

 c = 1� 1+ 2x + 3x
2

4(1+ x + x2 )
for Rproximal < Rdistal  (7.9)

Segment Moment of Inertia
Moment of inertia is the name given to rotational inertia, the rotational analog of mass for linear motion. 
The moment of inertia of a segment is not only related to its mass but also the distribution of the mass 
throughout the segment, so two segments of the same mass may possess different moments of inertia. 
7KH�PRPHQW�RI�LQHUWLD�LV�VSHFL¿HG�ZLWK�UHVSHFW�WR�D�VHJPHQW¶V�SULQFLSDO�D[HV�RI�URWDWLRQ��W\SLFDOO\��DQG�
in the example in this chapter, these are the axes of the segment LCS).

In this chapter we assume that a segment is represented by a frustum of a right circular cone (see 
¿JXUH�������ZLWK�WKH�ORQJ�D[LV�RI�WKH�FRQH�EHLQJ�FROOLQHDU�ZLWK�WKH�VHJPHQW�D[LV�SDVVLQJ�IURP�WKH�GLVWDO�
endpoint to the proximal endpoint of the segment (the z-axis) and the distribution of mass is symmetrical 
about this long axis. The inertia tensor I' in the LCS is represented by the following diagonal matrix:

 I ' =

Ixx
' 0 0

0 Iyy
' 0

0 0 Izz
'

�

�

�
�
�
�

�

�

�
�
�
�

 (7.10)

The diagonal components of the moments of I' can be estimated as follows:

 Ixx
' = a1a2M

2

� L
+ b1b2ML

2  (7.11)

 Iyy
' = a1a2M

2

� L
+ b1b2ML

2  (7.12)

 Izz
' = 2a1a2M

2

� L
�  (7.13)
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where

 
� = 3M

L(Rproximal
2 + RdistalRproximal + Rdistal

2 )�

 
a1 =

9
20�

 
a2 =

(1+ x + x2 + x3 + x4 )
(1+ x + x2 )2

 
b1 =

3
80

 
b2 =

(1+ 4x +10x2 + 4x3 + x4 )
(1+ x + x2 )2

Computing Kinematics
The solution for the inverse dynamics requires as kinematic inputs the position of the center of grav-
ity ( �rs ), translational velocity ( �vs ), translational acceleration ( �as ), angular velocity ( �� s ), and angular 
acceleration (

�� s )�RI�HDFK�VHJPHQW��7UDQVODWLRQDO�NLQHPDWLFV�DUH�GH¿QHG�IRU�WKH�SRVLWLRQ��YHORFLW\��DQG�
acceleration of the center of mass of a segment in the global coordinate system (GCS). Expressing 
HTXDWLRQ�����IRU�WKH�¿[HG�ORFDWLRQ�RI�WKH�FHQWHU�RI�PDVV�RI�VHJPHQW�s in its LCS results in

 
�rs ' =

0
0

�cs Ls

�

�

�
�
�

�

�

�
�
�

 (7.14)

Note that the z-axis is directed from the distal end of the segment to the proximal end of the segment, 
so the location of the center of mass is in the negative z direction from the origin.

We can transform (see equation 2.53) the known location of the center of mass (r'
s 
) of segment s 

(e.g., from joint j at the proximal end of segment s)��GH¿QHG�LQ�WKH�/&6��LQWR�WKH�ORFDWLRQ�r
s,t

 in the GCS 
at time t using the rotation matrix R'

s,t
 and the origin of the segment  computed in the pose estimation 

as follows:

 
�rs,t = Rs,t

' �rs
' +
�
Os,t  (7.15)

The velocity �vs,t  and acceleration �as,t �RI� WKH�FHQWHU�RI�PDVV�DUH�FRPSXWHG�IURP�D�¿QLWH�GLIIHUHQFH�
method using times t + 1, t, and W�í�� as

 �vs,t =
�rs,t+1 �

�rs,t�1
2�t

 (7.16)

 �as,t =
�rs,t+1 � 2

�rs,t +
�rs,t�1

�t 2
 (7.17)

As presented in chapter 2 (Equations 2.74-2.76), the angular velocity �� s,t  of segment s at time t is 
computed from the transformation between the rotation matrix, RV�Wí1, at time W�í�1 and R

s,t+1 at time 
t + 1. The angular acceleration  of segment s at time t�LV�FRPSXWHG�XVLQJ�¿QLWH�GLIIHUHQFHV�IURP�WKH�
angular velocity !

s,tí� at time W�í�1 and !
s,t+1 at time t + 1.

Recording and Representing External Forces
At this point in our presentation of inverse dynamics, the biomechanical model is composed of seg-
PHQWV�GH¿QHG�E\�DQ�/&6��GHFRUDWHG�ZLWK�LQHUWLDO�SURSHUWLHV��DQG�WKH�NLQHPDWLFV�KDYH�EHHQ�FRPSXWHG�
from the pose of the segments as estimated from the 3-D motion capture data. The actions of muscles 
cause relative rotation of the segments of the body, but acceleration of the entire body through space 
requires interaction of the body with the environment.
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Ground Reaction Forces
For inverse dynamics calculations of human locomotion, the most prominent external force, and 
RIWHQ�WKH�RQO\�VLJQL¿FDQW�H[WHUQDO�IRUFH��LV�WKH�JURXQG�UHDFWLRQ�IRUFH��*5)���$OWKRXJK�LW�LV�SRVVLEOH�
to model the interaction of the foot with the ground during gait, it is beyond the scope of this chapter 
and the methods herein to accomplish this. More important, it is usually more accurate and far easier 

to simply record these external forces. 
Most advanced motion-capture systems 
allow for simultaneous collection of 
kinematic and force platform data at 
compatible sampling rates.

The principles of computing the 
force applied to a rigid platform are 
described in a cursory fashion here, 
but it is important to emphasize that the 
signals recorded from the force platform 
allow the computation of a single force 
vector and that this signal represents the 
force in the force platform coordinate 
V\VWHP� �)&6�� �VHH� ¿JXUH� ������ ,Q� WKH�
methods presented here it is assumed 
that only one segment (often one foot) 
is in contact with the platform at any 
instant in time. If two feet are in contact 
with the platform at a given instance, 
the inverse dynamics presented here 
are invalid.

There are many types, and manufac-
turers, of force platforms used in biomechanics laboratories, and the number of signals used to compute 
the GRF differs between types. Regardless of the number of channels of data recorded from a force 
platform, however, the channels can be assimilated into the following six independent signals that are 
available for computing the GRF in the FCS: a net force vector

 
�
F' = Fx

' ,Fy
' ,Fz

'( )  (7.18)

and a net moment vector containing components about the principal axes of the platform

 
�
M' = Mx

' ,My
' ,Mz

'( )  (7.19)

)URP�WKHVH�VL[�LQGHSHQGHQW�VLJQDOV��QLQH�SDUDPHWHUV�PXVW�EH�LGHQWL¿HG�IRU�D���'�LQYHUVH�G\QDPLFV�
analysis (F

x
, F

y
, F

z
, "

x
, "

y
, "

z
, COP

x
, COP

y
, COP

z 
). The three components of the force vector  are typically 

used in the form of equation 7.18. That leaves us with six unknown parameters and three equations.
The center of pressure (COP

� ����� '
) represents the intersection of the force vector with the surface of the 

platform such that the z-component of COP
� ����� '

 is the surface on which the subject walks. For simplic-
ity, we will assume it is the top surface of the platform with a height 0 in the motion capture volume:

 COPz
' = 0  (7.20)

The X and Y components of the COP can be calculated using the following formulas:

 COPx
' =

Fxdz �My

Fz
 (7.21)

 COPy
' =

Fydz +Mx

Fz
 (7.22)
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 ŸFigure 7.6 Schematic of a force platform showing the GRF 
(
�
F) , the center of pressure (COP

� �����
), and free moment 
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where d
z
 refers to the distance from the electrical origin of the force platform to the center of the top 

surface.
The free moment, 

�� ��DERXW�WKH�QRUPDO�D[LV�WR�WKH�SODWIRUP�LV�GH¿QHG�DV�D�PHDVXUH�RI�WRUTXH�DERXW�WKH�
normal axis at the interface with the foot and the ground in the case of a gait analysis. It is calculated as

 � z
' = Mz

' �COPx
'Fy

' �COPy
'Fx
'  (7.23)

We now have two components unaccounted for, and no equations left, so we must declare their values 
or estimate these values using on other information. If we assume that the subject cannot pull up on 
the corners of the platform (e.g., she cannot grasp the platform and does not have sticky feet), we can 
set the remaining components of the free moments to zero:

 � x
' = � y

' = 0  (7.24)

If the subject can produce a moment on the platform, these assumptions are invalid, but this is rarely the 
case for gait analysis. The assumptions made for three of the necessary parameters should be evaluated 
by each gait laboratory to ensure that they are true. If, for example, a handle or a cuff were placed on 
the force platform, then these assumptions would not necessarily be true. For cases such as these, other 
measurement devices must be used to quantify one or more of the nine parameters.

Transforming the GRF From the FCS Into the GCS
In addition to computing the force vector, we must transform the GRF from the FCS into the GCS (via 
a rotation matrix) in which the rest of the data are resolved. A common method of locating the platform 
is to identify the location of the four corners (

�c1,
�c2,
�c3, and

�c4 ) of the top surface of the platform in the 
*&6��7KH�RUGHU�RI�WKH�FRUQHUV�LV�GH¿QHG�E\�WKH�PDQXIDFWXUHU�DQG�W\SH�RI�SODWIRUP��1RWH�WKDW�XVLQJ�
WKH�IROORZLQJ�SURFHGXUH�GRHV�QRW�UHTXLUH�WKH�SODWIRUP�WR�EH�ÀDW�RQ�WKH�ÀRRU�RU�FRSODQDU�ZLWK�DQ\�RWKHU�
platform in the laboratory. The top center of the platform (the origin) is assumed to lie at the average 
location of the corners as follows:

 
�
OFP = 0.25*(

�c1 +
�c2 +
�c3 +
�c4 )  (7.25)

7KH�URWDWLRQ�PDWUL[�FDQ�EH�FRPSXWHG�E\�¿UVW�GH¿QLQJ�D�XQLW�YHFWRU�DORQJ�WKH�x-axis of the platform 
as follows:

 î ' =
�c4 �
�c3�c4 �
�c3

 (7.26)

:H�WKHQ�GH¿QH�DQRWKHU�XQLW�YHFWRU�DORQJ�WKH�VXUIDFH�RI�WKH�SODWIRUP�

 v̂ =
�c2 �
�c3�c2 �
�c3

 (7.27)

:H�FDQ�¿QG�WKH�VXUIDFH�QRUPDO�XVLQJ�D�FURVV�SURGXFW�

 k̂ ' = î ' � v̂  (7.28)

Finally, we can compute the last unit vector using the right-hand rule:

 ĵ ' = k̂ ' � î '  (7.29)

The rotation matrix from the laboratory coordinates to the force plate coordinates is

 RFP = �

îx
' îy

' îz
'

ĵx
' ĵy

' ĵz
'

k̂x
' k̂y

' k̂z
'

�

�

�
�
�
�
�

�

�

�
�
�
�
�

 (7.30)
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Thus, to transform the force platform from the FCS into the GCS, we compute as follows:

 
�
F = R '

�
F '  (7.31)

 COP
� �����

= R 'COP
� �����

' +
�
O  (7.32)

 �� = R ' �� '  (7.33)

Note that because only center of pressure is a displacement, this is the only vector where it necessary 
to add the force platform origin to the transformation.

Verifying the GRF
Proper laboratory calibration includes the accurate determination of the positions of the force platforms 
in the GCS as well as the correct setting of force platform parameters related to the manufacturer and 
W\SH��$Q\�HUURUV�LQ�WKH�SDUDPHWHU�VHWWLQJV�WKDW�GH¿QH�WKH�IRUFH�SODWIRUP�VLJQDOV�LQ�WKH�GDWD�¿OH�FDQ�OHDG�
to incorrect values of kinetic variables calculated during a movement analysis. This spatial synchrony 
can, and should, be assessed regularly (Holden et al. 2003).

Testing the parameters is quite straightforward and takes very little time. Figure 7.7b shows an 
example of a machined rod with markers attached securely. The mechanical testing device has a pointed 
tip at each end and is used together with a handle and a test plate, each with machined conical depres-
sions. This design allows the user to apply a force to the surface of the force platform without applying 
D�PRPHQW�WR�WKH�URG��5LJLG�SRVWV�DUH�XVHG�WR�DWWDFK�¿YH�WUDFNLQJ�WDUJHWV�WR�WKH�WHVWLQJ�URG��'DWD�DUH�
sampled simultaneously from the force platform and the cameras, as forces are applied through the 
URG�WR�WKH�IRUFH�SODWIRUP��,I�WKH�PHDVXUHPHQW�V\VWHPV�DUH�FRQ¿JXUHG�DQG�IXQFWLRQLQJ�SURSHUO\��WKH�
rod tip location (determined from the target locations measured by the camera system) should coincide 
with the center of pressure location (measured by the force plat-
form and transformed into the laboratory coordinate system). 
In addition, the force platform–measured line of action of the 
operator-applied force (ground reaction force minus the testing 
device weight) should align with the kinematic-based estimate 
RI�WKH�URG�VKDIW�RULHQWDWLRQ��¿JXUH����a).

Problems with the GRF signal are rarely the result of the 
manufacturer’s calibration of the platform but more likely errors 
in specifying the parameters by the user of the motion-capture 
software. Errors in specifying the force platform parameters can 
often be corrected after 
the data are collected, 
but this is not always the 
case.

E5144/Robertson/fig 7.7b/414966/TB/R3
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Computing Joint Reaction Forces and Net Moments
Once we have calculated segment inertial properties, kinematics, and external forces, we have all the 
inputs required to determine the joint reaction force and the net joint moment. The last major assump-
tion that we will declare before we compute inverse dynamics is that the joint reaction forces are equal 
and opposite about the joint and that the net joint moments are equal and opposite about the joint. This 
means that we are assuming that there is no work done by the joint.

Computing the Joint Reaction Force
For segment s we can express Newton’s equation (see equation 7.1) as the sum of all forces 

�
Fs  acting 

on segment s:

 
�
Fs� = ms

�as  (7.34)

If there is more than one unknown force 
�
Fs , it is not possible to compute the individual forces without 

additional information, so we have to set up the equation such that there is only one unknown. If we 
JR�EDFN�WR�¿JXUH������ZH�FDQ�FRPSXWH�WKH�QHW�UHDFWLRQ�IRUFH�DW�WKH�DQNOH�DQG�WKH�NQHH��)RU�FODULW\�ZH�
will add meaningful subscripts to the GRF (grf), to segments ( f = foot; l = leg; t = thigh), and to joints 
(a = ankle; k = knee ; h = hip).

The ankle reaction force (
�
Fa )  (presented earlier as equation 7.3) is computed as

 �
�
Ff = mf

�af  (7.35)

This equation may be expanded to give

 
�
Fa +�

�
Fgrf � +�mf

�g =�mf
�af  (7.36)

We can then solve for 
�
Fa  as follows:

 
�
Fa =�mf

�af �
�g( )� �Fgrf  (7.37)

The knee reaction force (
�
Fk )  (assuming equal and opposite forces at both sides of ankle joint) is com-

puted in a similar manner:
 �

�
Fl = ml

�al  (7.38)

 �
�
Fa +�

�
Fk +ml

�g = ml
�al  (7.39)

 
�
Fk =�ml

�al �
�g( )+� �Fa  (7.40)

We can substitute the expression for 
�
Fa  from equation 7.35 to get

 
�
Fk =�ml

�al �
�g( )+�mf

�af �
�g( )�� �Fgrf  (7.41)

This formulation can be extended to a general expression for any linkage of m segments distal to a 
joint such that the reaction at the joint can be expressed as

 
�
Fj =�

s=1

m

�ms (
�as �
�g)

�
��

�
��
��
�
Fgrf  (7.42)

where we sum over all (m) segments distal to the proximal joint (including the segment for which the 
joint is associated). Note that the summation in this formulation of the inverse dynamics can be done 
in any order! That is, it does not need to be solved going from distal to proximal. This formulation is 
also ideal for handling complex linkages like those that have multiple branches. For example, when 
WU\LQJ�WR�FRPSXWH�WKH�ZULVW�UHDFWLRQ�IRUFH�IURP�WKH�PRWLRQ�GDWD�RI�WKH�¿YH�¿QJHUV��ZH�VLPSO\�DSSO\�
WKH�DERYH�HTXDWLRQ�WR�DOO�RI�WKH�¿QJHUV�GLVWDO�WR�WKH�MRLQW�LQ�DQ\�RUGHU�

This method cannot solve for a closed chain, which occurs when there is no distal segment in the 
chain. For example, if a brace is attached securely to the shank and to the thigh and this arrangement 
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provides a moment at the knee, it is not possible for the methods of this chapter to be used to compute 
the knee moment exerted by the subject unless a force sensor is added between the attachment point 
on each the thigh and the shank. The hip moment, however, can still be computed because the shank 
and brace are distal to the hip.

Computing the Joint Moment
Before describing the computation of the net moment acting on a segment, we review the computation 
of the moment of force 

��  produced by a single force 
�
F  acting on a segment as follows:

 
�� = �r �

�
F  (7.43)

where 
�r  is the vector from the point at which the moment is computed (in this chapter this is typically 

the origin of the segment or the center of mass of the segment) and one point along the force vector 
�
F . 

This equation holds in any segment LCS, but all three terms of the equation must be resolved into the 
same LCS, as will be demonstrated later in our model of the lower extremity.

Net Inertial Moment The moments of inertia (I') described earlier in this chapter were constant 
in the segment LCS. The same moments of inertia (I) in the GCS are not constant because the segment 
is moving. We, therefore, make our life considerably simpler by computing the inertial contribution to 
the joint moment (

�� s
' I )  in the segment LCS and then transforming back to the GCS (

�� s
I ). To do this we 

PXVW�¿UVW�WUDQVIRUP�WKH�DQJXODU�YHORFLW\�DQG�DQJXODU�DFFHOHUDWLRQ�LQWR�WKH�/&6�

 
�� '
s = R s (

�� s )  (7.44)

 �� '
s = R s (

�� s )  (7.45)

We then compute the inertial contribution to the net moment 
�� s
' I  as

 
�� s
' I = d

dt
Is
' �� s

'( ) = Is' �� s
' +
�� s
' � Is

' �� s
'( ) (7.46)

and then transform the inertial contribution back into the GCS:

 �� I
s = R s

' �� 'Is �  (7.47)

Net Joint Moment We can express the sum of the moments acting about the center of mass of 
the foot as equal to the inertial moment in the GCS:

 � f� = � f
I  (7.48)

,I�ZH�JR�EDFN�WR�¿JXUH�����DQG�GHULYH�WKH�HTXDWLRQV�IRU�WKH�QHW�PRPHQWV�DW�WKH�DQNOH�DQG�WKH�NQHH��ZH�
can generalize this equation to any hierarchical model.

Ankle Moment:

 
�� a +
�� grf �

�ra. f �
�
Fa +

�ra.grf �
�ra. f( )� �Fgrf = �� I

f  (7.49)

where �ra. f  is the vector from the ankle to the center of mass of the foot, and �ra.grf  is the vector from the 
ankle to the center of pressure. Rearranging the terms we get

 
�� a =
�� I
f �
�� grf � [(

�ra.grf �
�ra. f )�

�
Fgrf ]+ (

�ra. f �
�
Fa )  (7.50)

Substituting for , we get

 
�� a =
�� I
f �
�� grf � [(

�ra.grf �
�ra. f )�

�
Fgrf ]+

�ra. f � [mf (
�af �
�g)�
�
Fgrf ]  (7.51)

Collecting the terms that cross 
�
Fgrf , we arrive at

 
�� a =
�� I
f �
�� grf �

�ra.grf �
�ra. f +

�ra. f( )� �Fgrf�� �� + [
�ra. f �mf

�af �
�g( )]  (7.52)
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�� a =
�� I
f �
�� grf �

�ra.grf �
�
Fgrf�� �� + [

�ra. f �mf
�af �
�g( )]  (7.53)

Knee Moment:
Using an equivalent force system (Zatsiorsky and Latash, 1993) to assume equal and opposite 

moments on both sides of the ankle, we can compute the knee moment as

 
�� k �
�� a + (�

�rk .l �
�
Fk )+ [(

�rk .a �
�rk .l )� �

�
Fa ]=

�� I
l  (7.54)

where �rk .l  is the vector from the knee to the center of mass of the leg, and �rk .a  is the vector from the 
knee to the ankle. Rearranging the terms, we get

 
�� k =
�� I
l +
�� a +

�rk .l �
�
Fk( )+ [(�rk .a � �rk .l )�

�
Fa )]  (7.55)

Then, substituting for 
�
Fa  and 

�
Fk , we get

 

�� k =
�� I
l +
�� a +

�rk .l � ml (
�al �
�g)+ mf (

�a f �
�g)� 

�
Fgrf�� ��{ }

+ (�rk .a �
�rk .l )� mf (

�a f �
�g)� 

�
Fgrf�� ��{ }  (7.56)

First distributing the cross products for 
�rk .l  and 

�rk .a  and then collecting the terms associated with 
mf
�af �
�g( )  and 

�
Fgrf , we get

�� k =
�� Il +
�� a +

�rk .l �ml
�al �
�g( )�� �� + (�rk .a �

�rk .l + �rk .l )�mf
�a f �
�g( )�

�
�
� � [ �rk .a �

�rk .l +
�rk .l  ( )� 

�
Fgrf ]  (7.57)

Now we substitute for �� a  from 7.52:

 

�� k =
�� Il +
�� If �
�� grf �

�ra.grf �
�
Fgrf +

�ra. f �mf
�a f �
�g( )

+ �rk .l �ml
�al �
�g( )+ �rk .a �mf

�a f �
�g( )� �rk .a � 

�
Fgrf  (7.58)

We rearrange and again collect terms associated with mf
�a f �
�g( )  and 

�
Fgrf ,

 
�� k =

�� Il +
�� If +

�rk .l �ml
�al �
�g( )�� �� +

�rk .a �mf
�a f �
�g( )�

�
�
�

+ �ra. f �mf
�a f �
�g( )�

�
�
� �
�� grf �

�ra.grf + �rk .a( )� �Fgrf�
�

�
�

 
            (7.59)

If we let �rk .grf  be the vector from the knee to the ground reaction force 
�rk .grf =

�ra.grf +
�rk .a( )  and �rk . f  be the 

vector from the knee to the center of mass of the foot 
�rk . f =

�ra. f +
�rk .a( ) , the previous equation becomes

 �� k =
�� Il +
�� If +

�rk .l �ml
�al �
�g( )�� �� +

�rk . f �mf
�af �
�g( )�� �� �

�� grf � [
�rk .grf �

�
Fgrf ]  (7.60)

Finally, this can be rearranged into a general form as follows:

 
�� j =�

s=1

m

��� Is + �rj .s �ms (
�as �
�g)�

��
�
��
��� grf �� [

�rj .grf �
�
Fgrf ] (7.61)

Thus, we have developed a general equation to compute the net joint moments by summing the above 
expression over all (m) segments distal to the joint (in any order!) where 

�rj .grf  is the vector from the 
joint to the ground reaction force and �rj .s  is the vector from the joint to the center of mass of segment 
s. Like our above expression for the joint forces, this formulation for the joint moment can be solved in 
any order for the segments distal to the joint and is therefore also ideal for handling complex linkages, 
such as the hand, that have multiple branches.

The net joint moment just derived in the inverse dynamics calculations is referred to in the litera-
ture as the internal moment. In other words the moment created by the muscles and other tissues. The 
literature also references the external moment, which in gait analysis is the external moment produced 
by the ground reaction force that must be balanced by the internal moment produced by the muscles 
and ligaments. For example, the extensor muscles of the leg during the stance phase of gait counteract 
the GRF. The external moment is equal in magnitude but opposite in sign to the internal moment. The 
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literature also references the support moment, which is the sum of all extensor moments at the hip, 
knee, and ankle. In this approach, all extensor moments must be assigned the same sign convention 
RU�WKH�DGGLWLRQ�GRHVQ¶W�PDNH�VHQVH��$V�D�FRQVHTXHQFH��WKH�KLS�DQG�DQNOH�PRPHQWV�DUH�GH¿QHG�E\�WKH�
ULJKW�KDQG�UXOH�DQG�VDJLWWDO�NQHH�PRPHQW�LV�GH¿QHG�E\�WKH�ULJKW�KDQG�UXOH��EXW�WKHQ�PXOWLSOLHG�E\�����
Regardless of which sign convention has been used, it is important that biomechanists be aware of the 
sign convention when reading the literature and that they report clearly the representation they used 
in their own publications. It is highly recommended that the data are reported in anatomical notation 
�H�J���ÀH[LRQ�H[WHQVLRQ��DEGXFWLRQ�DGGXFWLRQ��DQG�D[LDO�URWDWLRQ��EHFDXVH�WKHVH�DUH�QRW�DIIHFWHG�E\�GLI-
IHUHQW�FRRUGLQDWH�V\VWHP�GH¿QLWLRQV��H�J���\�XS�YHUVXV�]�XS�FRQYHQWLRQV��DQG�WKDW�WKH�VLJQ�FRQYHQWLRQ�
�H�J���ÀH[LRQ�YHUVXV�H[WHQVLRQ��LV�QRWHG�RQ�WKH�D[HV�RI�WKH�JUDSKV�

PRESENTATION OF THE NET MOMENT DATA
The joint reaction forces and net joint moments that are calculated from an inverse dynamics procedure 
are 3-D vectors computed in the GCS but are typically resolved into an anatomically meaningful coor-
GLQDWH�V\VWHP�ZKHQ�UHSRUWHG��¿JXUH�������7KHUH�LV�QR�VWDQGDUG�UHVROXWLRQ�FRRUGLQDWH�V\VWHP��KRZHYHU��
ZKLFK�PHDQV�WKDW�UHDGHUV�RI�MRXUQDO�DUWLFOHV�PXVW�SD\�FORVH�DWWHQWLRQ�WR�WKH�GH¿QLWLRQ�RI�WKH�VLJQDOV�
that are presented. The most straightforward representation would be to leave these signals in the GCS 
(Bresler and Frankel 1950; Winter et al. 1995). This was suggested on the basis that the individual’s 
line of progression is generally aligned along one of the planes of the global reference system, and 
thus the sagittal plane of the lower extremity and the line of progression will be essentially the same. 
This interpretation is a 2-D centric view of gait analysis and may be useful for the sagittal plane (e.g., 
moments about the x�D[LV�LQ�RXU�*&6�GH¿QLWLRQ���EXW�LW�LV�GLI¿FXOW�WR�LQWHUSUHW�WKH�RWKHU�WZR�FRPSR-
nents of the signals because the LCS is rarely aligned precisely with the GCS in every pose. It is our 
recommendation, therefore, that users refrain from using this 2-D representation and present the joint 
forces and moments in a coordinate system that can be readily understood regardless of the subject’s 
(and individual segment’s) position and orientation in the GCS.

There are four representations of the net joint moment and joint reaction force that have documented 
PHULW�IRU���'�DQDO\VLV��VHH�¿JXUH�������DQG�LW�LV�QRW�FOHDU�ZKDW�UXOHV�VKRXOG�EH�XVHG�IRU�VHOHFWLQJ�IURP�WKH�
four because they all have merit in some context but can sometimes differ dramatically in the results. 
Option 1 is to resolve the joint reaction force and net joint moment into the proximal segment LCS 
(Schache and Baker, 2007). Option 2 is to resolve the signals into the distal segment LCS (Kaufman et 
al. 2001). Option 3 is to resolve the signals into the joint coordinate system (Schache and Baker 2007; 
Astephen et al. 2008). Option 4 is ad hoc, in which the anterior-posterior and inferior-superior moments 
are projected onto the plane of progression (Mundermann et al. 2005). The confusion for the reader 
is that each of these representations is mathematically sensible and, depending on the parameters of 
interest, may be superior to the others in the appropriate context (Schache and Baker 2007; Schache et 
al. 2008). This confusion extends, also, to the international biomechanics societies in which no inter-
national standard has been proposed, let alone adopted. In this chapter, we refrain from advocating 
a particular option. The researcher, therefore, must take note of the coordinate system in which the 
moments are presented and be very careful in comparing results from different journal articles. It is 
unfortunately quite rare for authors to specify the resolution coordinate system for their joint moments, 
so much of the biomechanics literature contains questionable moment data.

This issue gets more confusing because options 1 and 2 result in the signals’ being vectors, which 
is consistent with our representations of joint angular velocity, angular acceleration, and joint force, 
but inconsistent with a JCS representation of joint angles. Option 3 is a nonorthogonal representa-
tion, which means that the reaction force and net moments are not vectors, so this representation is 
consistent with joint angles (which makes it popular with clinical gait analysis) but not with angular 
velocity, angular acceleration, or joint force. The support moment (described in the previous section) 
cannot be computed using this approach because only vectors can be added sensibly. Option 4 is not 
consistent with any of our kinematic measures. Readers, therefore, must be careful that they are only 
comparing “like” signals: for example, comparing vectors with vectors, and comparing nonorthogonal 
representations with other consistent nonorthogonal representations.
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 ŸFigure 7.8 Net joint moments of the ankle, knee, and hip during a stride cycle of walking based on data from 
13 subjects (the subject for the text book data is one of these subjects). The solid line represents the mean value, 
whereas the gray zone indicates ±1 standard deviation. All joint angles used an XYZ cardan sequence, and the joint 
moments (with segment mass) were resolved in the proximal segment’s coordinate system. The sign conventions 
are as follows: hip joint moment (positive flexion, adduction, internal rotation); knee joint moment (positive flexion, 
adduction, internal rotation); ankle joint moment (positive flexion, adduction, internal rotation).

Just as there is no standard convention for choosing the coordinate system in which to represent 
joint reaction force and net moment, most published articles differ in choosing normalization (scaling) 
factors. Scaling the net joint moments is an attempt to remove between-subject differences. In a clini-
cal setting in which an individual’s data are being collected and a report is generated on that subject, 
there is perhaps no need to scale the data. In a research study, however, in which data are collected on 
multiple subjects in different conditions, it probably is appropriate to scale the data for purposes of 
FRPSDULVRQ��7KH�PRVW�UHSRUWHG�PHWKRGV�RI�VFDOLQJ�MRLQW�NLQHWLF�GDWD�DUH�VFDOLQJ�WR�ERG\�PDVV��1āP�
NJ���9DXJKDQ�������:LQWHU�HW�DO���������RU�WR�ERG\�ZHLJKW��%:��DQG�OHJ�OHQJWK��1āP��%:��//���0HJODQ�
and Todd, 1994).
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 ŸFigure 7.9 Four anatomical reference frames for the net knee joint moment. 1) Resolve the 
net moment into the shank coordinate system. 2) Resolve the net moment into the thigh coordinate 
system. 3) Project the net moment vector onto the unit vectors of the Joint Coordinate System (see 
chapter 2; typically the flexion/extension axis of the thigh segment, the axial rotation axis of the 
shank segment, and an axis perpendicular to these two axes, which for gait is close to the abduc-
tion/adduction axis). 4) The plane of progression (PoP) frame fixes the flexion axis perpendicular 
to the plane of progression, whereas the adduction and internal rotation axes are taken from the 
distal frame and projected onto the plane of progression.
Reprinted from Clinical Biomechanics, Vol. 26(1), S.C. Brandon and K.J. Deluzio, “Robust features of knee osteoarthritis in 
joint moments are independent of reference frame selection,” pgs. 65-70, copyright 2011, with permission of Elsevier.

FROM THE SCIENTIFIC LITERATURE
Brandon, S.C., and K.J. Deluzio. 2011. Robust features of knee osteoarthritis in joint 

moments are independent of reference frame selection. Clinical Biomechanics 26(1):65-
70.

The physiological interpretation of 3-D joint moments can change when the moments are transformed 
WR�GLIIHUHQW�ERG\�¿[HG�DQDWRPLFDO�UHIHUHQFH�IUDPHV��7KH�SXUSRVH�RI�WKLV�SDSHU�ZDV�WR�LGHQWLI\�IHD-
tures of the hip, knee, and ankle joint moment waveforms that, regardless of the choice of reference 
frame, were consistently different between control subjects and subjects with knee osteoarthritis. 
Subjects walked at self-selected speed, and external 3-D joint moments were calculated with a stan-
dard inverse dynamics approach. Moments were then expressed using the four alternative reference 
IUDPHV�VKRZQ�LQ�¿JXUH������GLVWDO��SUR[LPDO��MRLQW�FRRUGLQDWH�V\VWHP��-&6���DQG�SODQH�RI�SURJUHVVLRQ�
(PoP). Finally, the primary features of variance across all four systems were extracted using principal 
component analysis.

The magnitude and shape of every joint moment were different between the four reference frames. 
However, regardless of the choice of reference frame, subjects with knee osteoarthritis exhibited 
decreased overall hip adduction moment magnitudes, increased overall knee adduction moment 
amplitudes, decreased knee internal rotation moment amplitudes, and increased early-stance ankle 
DGGXFWLRQ�PDJQLWXGHV��¿JXUH��������7KH�DXWKRUV�FRQFOXGHG�WKDW�WKHVH�IRXU�UREXVW�ZDYHIRUP�IHDWXUHV�
are characteristics of the pathogenesis of knee osteoarthritis and are not merely artifacts of reference 
frame selection.
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 ŸFigure 7.10 Four robust changes due to osteoarthritis that are independent of the choice of reference 
frame, identified using principal component analysis. (a) Mean waveforms, averaged across all anatomical 
reference frames for control (solid black line) and osteoarthritis (dashed gray line). (b) Loading vectors that 
indicate biomechanical changes in overall magnitude (hip and knee adduction), amplitude (knee internal 
rotation), and early-stance magnitude (ankle adduction). (c) Extreme subjects are shown for control (solid 
black line) and osteoarthritis (dashed gray line) groups to characterize robust group differences. Arrows 
give the direction of the osteoarthritis group relative to the control group throughout the shaded regions.
Reprinted from Clinical Biomechanics, Vol. 26(1), S.C. Brandon and K.J. Deluzio, “Robust features of knee osteoarthritis in joint moments 
are independent of reference frame selection,” pgs. 65-70, copyright 2011, with permission of Elsevier.

7KLV�VWXG\�DOVR�GHPRQVWUDWHG�WKH�LPSRUWDQFH�RI�XVLQJ�DQ�DSSURSULDWH�ERG\�¿[HG�DQDWRPLFDO�UHIHU-
HQFH�IUDPH�IRU�UHSRUWLQJ�MRLQW�PRPHQWV��)RU�H[DPSOH��ZKHQ�KLS�ÀH[LRQ�PRPHQWV�ZHUH�H[SUHVVHG�LQ�
WKH�SUR[LPDO��SHOYLV��UHIHUHQFH�IUDPH��VXEMHFWV�ZLWK�NQHH�RVWHRDUWKULWLV�GLVSOD\HG�VLJQL¿FDQWO\�JUHDWHU�
RYHUDOO�PDJQLWXGHV�WKDQ�FRQWURO�VXEMHFWV�WKURXJKRXW�VWDQFH��+RZHYHU��WKLV�IHDWXUH�ZDV�QRW�VLJQL¿FDQW��P 
 ������XVLQJ�HLWKHU�WKH�JOREDOO\�¿[HG�ÀH[LRQ�D[LV�IURP�WKH�SODQH�RI�SURJUHVVLRQ�UHIHUHQFH�IUDPH�RU�WKH�
GLVWDO�VHJPHQW�ÀH[LRQ�D[LV��P = .83). Not only does the choice of reference frame affect the magnitude 
and shape of joint moments; it can affect joint moments differently for different subjects.
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JOINT POWER
Joint power represents the rate of work at which muscles add or remove energy from the system. A 
positive joint power indicates that muscles are adding energy as in a concentric contraction, whereas a 
negative power indicates that muscles are removing energy from the system as in an eccentric contrac-
tion. The joint power at a joint (P

j 
) is given by the following equation:

 Pj = Pproximal + Pdistal  (7.62)

where P
proximal

 is the segmental power at the joint attributable to the segment on the proximal side of the 
joint and P

distal
 is the segmental power at the joint attributable to the segment on the segment on distal 

VLGH�RI�WKH�MRLQW��VHH�¿JXUH��������,I�ZH�DSSO\�1HZWRQ¶V�WKLUG�ODZ�RI�HTXDO�DQG�RSSRVLWH�IRUFHV�DQG�WKH�
VLPSOL¿FDWLRQ�RI�HTXDO�DQG�RSSRVLWH�PRPHQWV�RQ�ERWK�VLGHV�RI�WKH�MRLQW�V\VWHP��=DWVLRUVN\�DQG�/DWDVK�
1993), this equation becomes

 Pj =
�
Fj �
�vproximal( )+ �� j �

�� proximal( )+ –
�
Fj �
�vdistal –

�� j �
�� distal( )  (7.63)
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where 
�v  is the translational velocity of the joint relative to the GCS. Now if we assume that the joint 

has no translation and thus �vproximal =
�vdistal  (which is an overassumption for six DOF joints), then this 

HTXDWLRQ�VLPSOL¿HV�WR
 P = (

�� j �
�� proximal )+ (�

�� j �
�� distal )  (7.64)

7KLV�HTXDWLRQ�FDQ�EH�IXUWKHU�VLPSOL¿HG�WR

 P =
�� j �
�� proximal �

�� distal( ) = 
�� j �
�� j  (7.65)

where 
�� j � is the joint angular velocity.

If we have a true six DOF joint and the velocity at the proximal end of the segment on the distal side 
of the joint does not equal the velocity at the distal end of the segment on the proximal side of the joint 
�VHH�¿JXUH��������WKHQ�ZH�UHVWDWH�HTXDWLRQ������DV

 Pj = (F
��

j �
�vproximal )+ (

�� j �
�� proximal )+ (�

�
Fj �
�vdistal �

�� j �
�� distal )  (7.66)

where �vproximal �is the translational velocity of this distal end of the segment on the proximal side of the 
joint and �vdistal � is the translational velocity of this proximal end of the segment on the distal side of the 
joint. The preceding expression can be reduced to

 
�
Pj =
�� j �
�� j +
�
Fj � �

�v  (7.67)

where ��v � is the difference between the translational velocities on both sides of the joint. If we introduce 
a vector 

�r  that goes from the joint’s instant center of rotation (ICR) to the joint center that is located 
DW�WKH�SUR[LPDO�RI�WKH�GLVWDO�VHJPHQWV��¿JXUH��������WKH�UHODWLRQVKLS�EHWZHHQ�WKH�PRPHQW�DW�,&5�DQG�
the moment at the joint will be given by

 
�� ICR =�

�� j + (
�r �� Fj )  (7.68)

Rearranging this equation, we get

 �� j =�
�� ICR � (

�r ��
�
Fj )  (7.69)

In addition, the difference between the translational velocities (�v ) can be expressed as

 �v =� j ���r  (7.70)

Using the two prior equations, we can now express equation 7.64 as

 
�
Pj = [

�� ICR � (
�r ��
�
Fj )]�

�� j +
�
Fj �(
�� j ���

�r )  (7.71)

We can simplify this via vector algebra to

 Pj = � ICR �� j  (7.72)

This equation indicates that for a six DOF joint, if the difference between the translational velocities 
(�v ) is accounted for, then the joint power will be equivalent to the joint power computed about the 
ICR (Buczek et al. 1994).

INTERPRETATION OF NET JOINT MOMENTS
Interpretation of the inverse dynamics results commonly centers on some form of pattern recognition 
EDVHG�RQ�GHYLDWLRQV�RI�VLJQDOV�IURP�D�QRUPDWLYH�HTXLYDOHQW��7KLV�VWUDWHJ\�LGHQWL¿HV�GLIIHUHQFHV�IURP�
QRUPDO�PRWLRQ�EXW�UDUHO\�H[SODLQV�WKHLU�FDXVHV��7KLV�LV�EHFDXVH�LW�LV�H[WUDRUGLQDULO\�GLI¿FXOW�WR�LQIHU�WKH�
causal relationships between a force or moment and the resulting movement trajectory. For example, let 
XV�LQWURGXFH�D�WKUHH�OLQN�SODQDU�PRGHO��¿JXUH�������FRQVLVWLQJ�RI�D�VKDQN��WKLJK��DQG�FRPELQHG�KHDG�
DUP�WUXQN�VHJPHQW��LQ�WKLV�VLPSOL¿HG�PRGHO��WKH�IRRW�LV�¿[HG�WR�WKH�ÀRRU�DQG�WKXV�LJQRUHG�LQ�RXU�NLQHWLF�
DQDO\VLV���7KH�PRGHO��D�PRGL¿HG�YHUVLRQ�RI�D�PRGHO�SUHVHQWHG�E\�=DMDF�DQG�*RUGRQ���������KDV�WZR�
PXVFOHV��D�VROHXV�DQG�D�JDVWURFQHPLXV��$W�WKH�VWDUW�RI�WKH�PRYHPHQW�LQ�¿JXUH�������WKH�JDVWURFQHPLXV�
and soleus contract and then the forces decrease to zero at the end of the movement. The top row of 
¿JXUH������VKRZV�WKH�WLPH�KLVWRU\�RI�WKH�MRLQW�DQJOHV�DW�WKH�DQNOH��NQHH��DQG�KLS��ZKHUHDV�WKH�ERWWRP�
row shows the moment history generated by the combined action of the soleus and the gastrocnemius. 
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FROM THE SCIENTIFIC LITERATURE
Allard, P., R. Lachance, R. Aissaoui, and M. Duhaime. 1996. Simultaneous bilateral able-

bodied gait. Human Movement Science 15:327-46.

The purpose of this paper was to report on lower-extremity muscle power and mechanical energy 
GXULQJ�JDLW�RYHU�WZR�FRQVHFXWLYH�VWULGH�F\FOHV��7KH�ZDONLQJ�VSHHG�RI�WKH�VXEMHFWV�ZDV������P�V��7KH�
UHODWLYH�GXUDWLRQ�RI�WKH�VWDQFH�SKDVH�IRU�WKH�ULJKW�OLPE�ZDV�QRW�VLJQL¿FDQWO\�GLIIHUHQW�IURP�WKDW�IRU�WKH�
left limb. These authors suggested that the differences in the limb powers were mostly in the sagit-
WDO�SODQH�DQG�UHÀHFWHG�JDLW�DGMXVWPHQWV�UDWKHU�WKDQ�DV\PPHWU\��,Q�JHQHUDO��WKH�GLIIHUHQFHV�RFFXUUHG�
during the absorption portion of the stance phase. There was no difference in the total positive work 
EHWZHHQ�WKH�OLPEV��+RZHYHU��WKH�ULJKW�OLPE�GHYHORSHG�VLJQL¿FDQWO\�JUHDWHU�WRWDO�QHJDWLYH�ZRUN�WKDQ�
WKH�OHIW�OLPE�GLG��VHH�¿JXUH�������
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 ŸFigure 7.12 Mean ankle (a), knee (b), and hip (c) power in the transverse (top), frontal (middle), 
and sagittal (bottom) plane with standard deviations for the right limb (solid line). Only the mean values 
are given for the left limb (dashed line). The right limb stance phase occurs from 0% to 61%. The swing 
phase of the left limb occurs from 11% to 61%, and the subsequent left limb toe-off occurs at 112%.
Reprinted from Human Movement Science, Vol. 15, P. Allard et al., “Simultaneous bilateral able-bodied gait,” pgs. 327-346, 
copyright 1996, with permission of Elsevier.
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1RWH�WKDW�DW�WKH�NQHH�ZH�VHH�PRYHPHQW�IURP�����RI�ÀH[LRQ�DW�WKH�VWDUW�WR�IXOO�H[WHQVLRQ�DW�WKH�HQG�
despite the fact that the moment at the knee is generated by the gastrocnemius, which produces only a 
NQHH�ÀH[RU�PRPHQW��$W�WKH�KLS��WKH�PRGHO�PRYHV�LQWR�LQFUHDVHG�KLS�ÀH[LRQ�GHVSLWH�WKH�DEVHQFH�RI�DQ\�
muscles crossing the hip. Thus, for our simple model, inverse dynamics do not offer a full explanation 
for the observed results. One method that can be used to supplement traditional inverse dynamics is 
induced acceleration analysis.

Induced Acceleration Analysis
Induced acceleration analysis (IAA) is devoted to the calculation of the instantaneous acceleration 
of each joint component, or generalized coordinate, ( ��

�
q ), due to one input torque (

�� ). To understand 
KRZ�,$$�ZRUNV��FRQVLGHU�WKH�WZR�VHJPHQW�LQYHUWHG�SHQGXOXP�LQ�¿JXUH�������LQ�ZKLFK�RQH�HQG�RI�WKH�
pendulum is constrained to the ground with a pin joint, and the two segments are constrained to each 
other by a pin joint. We will take advantage of the simplicity of a 2-D analysis to expand the equa-
tions of motion from the 3-D presentation earlier in the chapter, so that we can explicitly introduce the 
generalized coordinates.
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 ŸFigure 7.13 A three-link planar model. The subject starts in the above position (left) and con-
tracts the soleus and gastrocnemius to reach the final position (right).

 ŸFigure 7.14 Kinematic and kinetic output from a computer simulation of the model’s motion.
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Equations 7.42 and 7.53 can be expanded as follows:

 F2x = m2a2cgx = m2 –l1sin�1 ���1( )+ – l1cos�1 ��( )2 – r2sin�2 ���2( ) – rcos�2 ��2( )2( )  (7.73)

 F2y = m2a2cgy = m2 l1 cos�1 ���1( ) – l1sin�1 ��1( )2 + r2 cos�2 ���2( ) – r2sin�2 ��2( )2 + g�
�

�
�  (7.74)

 � 2 = I2 ���2 + r2 x F2 = I2 ���2 + r2cos�2F2y ��r2sin�2F2x  (7.75)

The calculations for segment 1 use the results of equations 7.54 through 7.61, where the joint reaction 
force is equal and opposite, and the joint moment is equal and opposite.

 F1x = F2x +m1a1cgx = F2x +m1r1 –sin�1 ���1( ) – cos�1 ��1( )2( )  (7.76)

 F1y = F2y +m1a1cgx = F2y +m1 r1 cos�1 ���1( )� sin�1 ��1( )2( )+ g�
��

�
��

 (7.77)

 

�1 = I1���1 +� 2 +m1r1cos�1 r1cos�1 ���1( ) – r1sin�1 ��1( )2( )
+m1r1cos�1g +m1r1sin�1 r1sin�1 ���( )+ r1cos�1 ��1( )2( )+ l1cos�1F2y – l1sin�1F2x  (7.78)

*LYHQ�WKDW�WKH�SRVLWLRQ�RI�WKH�SUR[LPDO�HQG�RI�VHJPHQW���LV�¿xed to the ground, the pose (position and 
orientation) of this model can be described completely by variables #1 and #2

 

�1 = [I1 +m1r1
2 +m2l1

2 +m2r2l1 cos(�1 ��2 )]���1
+ [I2 +m2r2

2 +m2r2l1 cos �1 ��2( )]���2
+�m2r2l1 sin(�1 ��2 )( ��1

2 + ��2
2 )

+ (m1r1 cos�1 �+ m2l1 cos�1 �+ m2r2 cos�2 )g
  

(7.79)

 

� 2 = m2r2l1 cos(�1 ��2 )���1 + (I2 +m2r2
2 )���2

��m2r2l1 sin(�1 ��2 ) ��1
2

+�m2r2gcos�2  (7.80)
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 ŸFigure 7.15 A two-segment planar pendulum is used as a reference for the three analytical 
techniques presented. #1 and #2 refer to the orientation of each segment. Segment 1 is constrained 
to the ground with a pin joint; (b) segment 2 is constrained to segment 1 by a pin joint. Segment 2 
is unconstrained at its distal end, so the net moment and force are calculated for this segment first.
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Equations 7.79 and 7.80 are more complicated than the six equations (7.71-7.76) of the Newton-Euler 
formalism, but the reduction to two equations containing only a minimum set of variables (#1 and #2) and 
their derivatives is required for induced acceleration analysis. This minimum set of variables required 
to establish the pose of the model are referred to as the generalized coordinates. By collecting all of 
the acceleration, velocity, and gravity terms together, we can use simple substitution to simplify the 
notation for equations 7.79 and 7.80:

 �1 = M11
���1 +M12

���2 +C11 +C12 +G11  (7.81)

 � 2 = M 21
���1 +M 22

���2 +C21 +C22 +G21  (7.82)

We can further consolidate these equations into a convenient representation by adopting the following 
matrix notation

 

�1
�2

�

�
�
�

�

�
�
�
=

M11 M12

M21 M22

�

�
�
�

�

�
�
�

���1
���2

�

�
�
�

�

�
�
�
+

C1
C2

�

�
�
�

�

�
�
�
+

G1

G2

�

�
�
�

�

�
�
�  (7.83)

and introducing the generalized coordinates as a vector �q = �1,�2( )
 �� =M q( ) ��q +

�
C q, �q( )+

�
G  (7.84)

where M is the inertia matrix (we do not use the notation I because M may contain mass and moments 
of inertia), 

�
C  is the vector of velocity-related terms, and 

�
G  is the gravity vector and any external forces 

applied to the model. Details of this nomenclature can be found in most engineering mechanics textbooks.
Rewriting equation 7.84 gives us the following:

 ��
�
q =M�1 �q( ) �� +M�1 �q( )

�
C(�q, �

�
q)�M�1(�q)

�
G(�q)  (7.85)

Equation 7.85 holds within it some very key biomechanical principles. Because the elements of the 
inverse mass matrix (Mí�) will always be fully populated, it is clear that the acceleration of a single 
moment at any joint will act to accelerate all of the joints of the body and not just the joint it crosses. 
Also, because the elements of Mí� contain the joint angular position (as well as the inertial properties), 
it should also be clear that the acceleration produced by a joint moment will be a function of both the 
magnitude of the moment and the pose of all of the segments of the body. Thus, if the body posture 
changes, the acceleration produced by a given moment will be either increased or decreased and in 
some cases even the direction of the acceleration produced can change. For example, during running, 
WKH�DQNOH�SODQWDU�ÀH[RUV�GXULQJ�PLGVWDQFH�ZLOO�JHQHUDOO\�DFW�DV�NQHH�H[WHQVRUV��+RZHYHU��DV�WKH�UXQQHU�
DSSURDFKHV�WRH�RII�DQG�WKH�NQHH�DQG�KLS�DUH�PRUH�ÀH[HG��WKH�DQNOH�SODQWDU�ÀH[RUV�PD\�DFW�DV�NQHH�ÀH[RUV�

,W� LV�FOHDU�WKDW� LQGXFHG�DFFHOHUDWLRQ�OLHV�DW� WKH�LQWHUVHFWLRQ��FRQFHSWXDOO\��RI�WKH�¿HOG�RI�IRUZDUG�
dynamics (predictive analyses) and inverse dynamics (predominantly descriptive analyses used tra-
ditionally for clinical studies) because induced accelerations can be used to interpret experimental or 
simulated data.

The interpretation of movement analysis data is a critical step in the routine use of movement analysis. 
This interpretation allows the data in the clinical report to be presented in terms that are understand-
able to a clinician. These analyses for interpreting movement data have recently gained popularity in 
the biomechanics community. The basis of the analysis is to identify the contribution of a particular 
PXVFOH�JURXS��H�J���SODQWDU�ÀH[RUV��WR�DQ�RXWFRPH�PHDVXUH��H�J���DFFHOHUDWLRQ�RI�WKH�FHQWHU�RI�PDVV�RI�
the body). This analysis was named induced acceleration analysis by Zajac and Gordon (1989). They 
XVHG�D�VLPSOH�SODQDU�PRGHO�WR�GHPRQVWUDWH�WKDW�WKH�JDVWURFQHPLXV�PXVFOH��DQDWRPLFDOO\�D�NQHH�ÀH[RU�
DQG�DQNOH�SODQWDU�ÀH[RU��FDQ�DFW�DV�D�NQHH�H[WHQVRU�LQ�FHUWDLQ�FLUFXPVWDQFHV�

Patients who have lost function in one or more muscle groups often use adaptive strategies that 
rely on the ability of other muscle groups to accelerate the joints they do not cross. Such patients can 
unknowingly use these principles to produce compensatory control strategies that may enable them to 
continue to walk. More research needs to be done as we attempt to understand and ultimately improve 
the gait of people with functional limitations. Kepple and colleagues (1998) used a sensitivity approach 
to examine the capacity of individual muscles for support and propulsion in crouch gait. Neptune and 
colleagues (2001) and Anderson and Pandy (2001) used a dynamic optimization approach that extended 
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��
�
q =M�1 �q( ) �� +M�1 �q( )

�
C(�q, �

�
q)�M�1(�q)

�
G(�q)

these techniques in order to estimate the contributions of the individual muscles to propulsion and 
support in normal walking. These studies have increased our understanding of normal walking and 
advancing the capabilities of clinical movement analysis.

Induced Power Analysis
A net moment can contribute to the power of a segment (i.e., accelerate a segment) to which it is not 
applied through the intersegmental reaction forces (e.g., Fregly and Zajac 1996). Each net moment’s 
contribution to the instantaneous segment powers can be determined at each instant in time from the 
current state of the system and the instantaneous acceleration induced by that moment. The segment 
SRZHU�DQDO\VLV�SURYLGHV�D�FOHDU�LQWHUSUHWDWLRQ�RI�D�PXVFOH¶V��RU�QHW�PRPHQW¶V��LQÀXHQFH�RQ�D�VHJPHQW�
because a linear transformation exists between segment power and acceleration (i.e., if the power is 
positive, the muscle or net moment acts to accelerate the segment, whereas if power is negative, the 
net moment acts to decelerate the segment).

Neptune and colleagues (2001) used an induced acceleration and induced power analysis to demon-
strate the functional role of the ankle muscles during normal gait, a technique that has been controversial 
in the clinical movement analysis community. The induced acceleration and induced power analysis 
technique allowed the authors to demonstrate conclusively that at push-off, the ankle muscles contribute 
substantially to trunk support and forward progression and that the uniarticular and biarticular muscles 
can have distinctly different functional roles.

Figure 7.16 shows right-leg mechanical power produced by the soleus and gastrocnemius and its 
distribution to the leg and trunk during the gait cycle. The net power produced by the soleus and gas-
trocnemius is the sum of the power to or from the leg segments (right leg), trunk segments (trunk), 
and contralateral leg segments (small and not shown). Positive (negative) net power produced by the 
muscle indicates power generation (absorption). Positive (negative) power to the leg and trunk indicates 
that the muscle is accelerating (decelerating) the leg and trunk in the direction of movement. Note that 
how the uniarticular soleus and biarticular gastrocnemius generate power is in the opposite direction 
to and from the leg and trunk (Neptune et al. 2001).

FROM THE SCIENTIFIC LITERATURE
Siegel, K.L., T.M. Kepple, and S.J. Stanhope. 2007. A case study of gait compensations 

for hip muscle weakness in idiopathic inflammatory myopathy. Clinical Biomechanics 
22:319-26.

The purpose of this case series was to quantify different strategies used to compensate in gait for hip 
muscle weakness. An instrumented gait analysis was performed of three women who had been diag-
QRVHG�ZLWK�LGLRSDWKLF�LQÀDPPDWRU\�P\RSDWKLHV��DQG�WKLV�DQDO\VLV�ZDV�FRPSDUHG�ZLWK�WKDW�RI�D�KHDOWK\�
unimpaired subject. Lower-extremity joint moments obtained from the gait analysis were used to drive 
an induced acceleration model that determined each moment’s contribution to upright support, forward 
SURJUHVVLRQ��DQG�KLS�MRLQW�DFFHOHUDWLRQ��5HVXOWV�VKRZHG�WKDW�DIWHU�PLGVWDQFH��WKH�DQNOH�SODQWDU�ÀH[RUV�
normally provide upright support and forward progression while producing hip extension accelera-
WLRQ��,Q�QRUPDO�JDLW��WKH�KLS�ÀH[RUV�HFFHQWULFDOO\�UHVLVW�KLS�H[WHQVLRQ��EXW�WKH�KLS�ÀH[RU�PXVFOHV�RI�WKH�
impaired subjects (S1-S3) were too weak to control extension. Instead, S1-S3 altered joint positions 
and muscle function to produce forward progression while minimizing hip extension acceleration. S1 
LQFUHDVHG�NQHH�ÀH[LRQ�DQJOH�WR�GHFUHDVH�WKH�KLS�H[WHQVLRQ�HIIHFW�RI�WKH�DQNOH�SODQWDU�ÀH[RUV��6��DQG�6��
XVHG�HLWKHU�D�NQHH�ÀH[RU�PRPHQW�RU�JUDYLW\�WR�SURGXFH�IRUZDUG�SURJUHVVLRQ��ZKLFK�KDG�WKH�DGYDQWDJH�
RI�DFFHOHUDWLQJ�WKH�KLS�LQWR�ÀH[LRQ�UDWKHU�WKDQ�H[WHQVLRQ�DQG�GHFUHDVHG�WKH�GHPDQG�RQ�WKH�KLS�ÀH[RUV��
This study showed how gait compensations for hip muscle weakness can produce independent (i.e., 
successful) ambulation, although at a reduced speed compared with normal gait. Knowledge of these 
successful strategies can assist in the rehabilitation of patients with hip muscle weakness who are unable 
to ambulate and potentially can be used to reduce these patients’ disability.
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Siegel and colleagues (2004) used an induced accel-
eration model to estimate the ability of net joint moments 
to transfer mechanical energy through the leg and trunk 
during gait. They reported that pairs of joint moments with 
opposite energetic effects (knee extensor vs. gravity, hip 
ÀH[RU�YV��DQNOH�SODQWDU�ÀH[RU��ZRUNHG�WRJHWKHU�WR�EDODQFH�
HQHUJ\�ÀRZ�WKURXJK�WKH�VHJPHQWV��7KLV�LQWUDOLPE�FRRUGLQD-
tion suggests that moments with contradictory effects are 
generated simultaneously to control mechanical energy 
ÀRZ�LQ�WKH�ERG\�GXULQJ�ZDONLQJ�

SOURCES OF ERROR IN 
THREE-DIMENSIONAL 
CALCULATIONS
Combining GRF, kinematic, and anthropometric data leaves 
many possible sources of error in the calculation of joint 
reaction forces, net moments, and induced accelerations 
and powers. Of these, the GRF data in the force platform 
coordinate system are the most accurate and reliable, but the 
transformation from the FCS to the GCS is susceptible to 
XVHU�HUURU�LQ�WKH�VSHFL¿FDWLRQ�RI�WKH�SDUDPHWHUV�WKDW�DUH�XVHG�
in computing this transformation. Although the segmental 
inertial parameters vary widely based on the technique used 
to derive them, they do not greatly contribute to the end 
result (at least for walking). The sources of error in estimat-
ing the kinematics were described in detail in chapter 2.

In the calculations in this chapter, the body segments 
are assumed to be rigid. This assumption, although useful, 
introduces potential sources of error. The foot consists of multiple segments rather than a single rigid 
body. Regardless of the number of rigid segments into which the foot is divided, the kinetics from the 
DQNOH�UHPDLQ�WKH�VDPH��VR�XQOHVV�WKH�UHDGHU�LV�H[SORULQJ�WKH�NLQHWLFV�RI�WKH�IRRW�VSHFL¿FDOO\��WKHUH�LV�
nothing to be gained (from a kinetics perspective) from parsing the foot into several segments.

$OWKRXJK�ULJLG�VHJPHQWV�DUH�DQ�REYLRXV�LGHDOL]DWLRQ��WKLV�FDQ�EH�MXVWL¿HG�WR�VRPH�GHJUHH�IRU�WKH�OHJ�
segment but not for the foot or thigh segments. The thigh has a great deal of muscle tissue surround-
ing the femur, and some researchers use a wobbling mass model to represent the segment (Pain and 
Challis 2001). For walking or running, it is questionable whether the gains from treating the segment 
as a deformable structure are just gains in compensating for soft tissue artifact. The kinematic data 
needed to calculate joint moments are highly dependent on the accuracy of the pose estimation, which 
in turn is sensitive to soft tissue artifact.

SUMMARY
There are several different methods for computing 3-D kinetics, although only one, the Newton-Euler 
procedure, is discussed in this chapter, and there are several different approaches to presenting the 
results. A 3-D analysis involves merging three types of data: (1) external force data (usually the GRF), 
(2) the 3-D coordinates of markers describing the individual segments, and (3) the anthropometric data 
of the individual segments. Error associated with each of these types of data must be taken into consid-
eration. From the calculation of net moments, we can further calculate joint power, which represents the 
UDWH�RI�ZRUN�DW�ZKLFK�PXVFOHV�DGG�RU�UHPRYH�HQHUJ\�IURP�WKH�V\VWHP��,W�LV�H[WUDRUGLQDULO\�GLI¿FXOW�WR�
infer the causal relationships between a force or moment and the resulting movement trajectory. Joint 
moments can be presented in different reference frames, the most common of which is the reference 
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 ŸFigure 7.16 The right-leg mechanical power pro-
duced by the soleus (SOL) and gastrocnemius (GAS) 
and distribution to the leg and trunk is shown during 
the gait cycle.
Reprinted from Journal of Biomechanics, Vol. 34, R.R. Neptune, S.A. 
Kautz, and F.E. Zajac, “Contributions of the individual ankle plantar 
ÀH[RUV�WR�VXSSRUW��IRUZDUG�SURJUHVVLRQ�DQG�VZLQJ�LQLWLDWLRQ�GXULQJ�
walking,” pgs. 1387-1398, copyright 2001, with permission of Elsevier.
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frame of the proximal segment. Joint moments can also be expressed as internal or external moments. 
To further explain the effects of net moments on the kinematics of movement, induced acceleration 
and induced power analyses may be used.
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MUSCLES, MODELS, 
AND MOVEMENT

Whereas the previous chapters dealt with the body as a theoretical structure with single actuators 
(i.e., moments of force at each joint), part III is primarily concerned with the muscular side of the 
human musculoskeletal system. For instance, chapter 8 deals with the study of muscle activity as 
exhibited by the electrical output of the muscles that can be measured by the electromyograph. An 
electromyograph records the electrical signal that “leaks” out of a muscle after it is activated. Such 
recordings, called electromyograms, may be saved electronically for later mathematical analysis 
by tools introduced in this chapter. Chapter 9 presents methods for mathematically modeling 
human muscles using the Hill model and includes information on obtaining parameters to allow 
WKH�+LOO�PRGHO�WR�UHSUHVHQW�LQGLYLGXDO�PXVFOHV�LQ�D�VXEMHFW�VSHFL¿F�PDQQHU��&KDSWHU����H[SODLQV�
techniques for modeling the human body or selected parts and creating motion simulations based 
on initial physical conditions. Computer simulations permit the study of motions without requiring 
that a subject perform the motion, which allows researchers, physicians, therapists, or coaches to 
WHVW�QRYHO�PRWLRQV�ZLWKRXW�SODFLQJ�SHRSOH�DW�ULVN�RI�LQMXU\��)LQDOO\��FKDSWHU����H[SORUHV�WKH�XVH�RI�
musculoskeletal models in analyzing human movement, an area of growing interest that permits 
the study of muscle forces beyond that allowed by inverse dynamics. Note that appendixes F 
and G contain a method for integrating a double pendulum model of the lower extremity and the 
derivation of the double pendulum equations, respectively.

PART III
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Chapter 8

Electromyographic  
Kinesiology
Gary Kamen

Electromyography, the study of muscle electri-
cal activity, can be quite valuable in providing 
information about the control and execution of 

YROXQWDU\��DQG�UHÀH[LYH��PRYHPHQWV��7KLV�FKDSWHU�SUR-
vides an overview of the use of electromyography in 
biomechanics. In this chapter, we

 Ź GHWHUPLQH�WKH�EDVLV�RI�WKH�PXVFOH�¿EHU�DFWLRQ�SRWHQ-
WLDO�DQG�KRZ�LW�SURSDJDWHV�DORQJ�WKH�PXVFOH�¿EHU�

 Ź determine the characteristics of the electromyogra-
phy (EMG) signal,

 Ź explain the basic features of EMG electrodes,
 Ź examine some of the technical issues that alter the 
characteristics of the EMG signal,

 Ź determine what variables are usually implemented 
to describe the EMG signal, and

 Ź review some examples to illustrate how EMG has 
been used to understand human movement.

PHYSIOLOGICAL ORIGIN OF 
THE ELECTROMYOGRAPHIC 
SIGNAL
Although researchers must understand several technical 
features to process the EMG signal, the signal itself has 
D�SK\VLRORJLFDO�RULJLQ��7KH�¿UVW�VHFWLRQ�RI�WKLV�FKDSWHU�
EULHÀ\�H[SODLQV�WKH�SK\VLRORJLFDO�FRQFHSWV�WKDW�XQGHUOLH�
the origin of the EMG signal and how the action potential 
SURSDJDWHV�DORQJ�PXVFOH�¿EHUV�

Muscle Fiber Action Potential
7R�SURGXFH�PXVFXODU�IRUFH��PXVFOH�¿EHUV�PXVW�UHFHLYH�
an impulse from a motoneuron. Once a motoneuron is 
activated by the central nervous system, an electrical 

impulse propagates down the motoneuron to each motor 
endplate. At this specialized synapse, ionic events occur 
WKDW�FXOPLQDWH�LQ�WKH�JHQHUDWLRQ�RI�D�PXVFOH�¿EHU�DFWLRQ�
potential (AP).

Resting Membrane Potential
Even at rest, muscle is an excitable tissue from which 
electrical activity can be recorded. Normally, the inside 
RI�WKH�PXVFOH�¿EHU�KDV�DQ�HOHFWULFDO�SRWHQWLDO�RI�DERXW�
í���P9��7KLV�YROWDJH�JUDGLHQW�UHVXOWV�IURP�WKH�SUHVHQFH�
of different concentrations of sodium (Na+), potassium 
(K+), and chloride (Clí��LRQV�DFURVV�WKH�VDUFROHPPD��7KH�
UHVWLQJ�PHPEUDQH�SRWHQWLDO�LV�DERXW���WR����P9�PRUH�
SRVLWLYH�LQ�VORZ�WZLWFK�¿EHUV��DSSDUHQWO\�EHFDXVH�WKH\�
have greater Na+ permeability and higher intracellular 
Na+� DFWLYLW\� WKDQ�GR� IDVW�WZLWFK�¿EHUV� �+DPPHOVEHFN�
DQG�5DWKPD\HU�������:DOOLQJD�'H�-RQJH�HW�DO���������
Moreover, the resting membrane potential is not neces-
VDULO\�¿[HG��LW�FDQ�EH�DOWHUHG��IRU�H[DPSOH��E\�H[HUFLVH�
WUDLQLQJ��0RVV�HW�DO��������

Action Potentials
7KH�$3� LV� WKH� QHXUDO�PHVVHQJHU� UHVSRQVLEOH� IRU� DFWL-
YDWLQJ�HYHU\�VHJPHQW�RI� WKH�PXVFOH�¿EHU�VR�WKDW�HDFK�
sarcomere contributes to the generation of muscular 
IRUFH��7KH�SURFHVV�EHJLQV�ZLWK�D�FKDQJH�LQ�WKH�PXVFOH�
¿EHU�PHPEUDQH¶V� SHUPHDELOLW\� WR�1D+. Because these 
Na+ ions occur in relatively greater concentration outside 
WKH�PXVFOH�¿EHU��DQ\�FKDQJH�LQ�SHUPHDELOLW\�UHVXOWV�LQ�
DQ�LQÀX[�RI�1D+ across the membrane. Eventually, suf-
¿FLHQW�1D+ ions enter the cell to reverse the polarity of 
the membrane potential so that the inside of the muscle 
¿EHU�EHFRPHV�SRVLWLYH��E\�DERXW����P9��ZLWK�UHVSHFW�
to the surrounding extracellular medium. As the mem-
EUDQH¶V�SRWHQWLDO�SRODULW\�UHYHUVHV��WKH�SHUPHDELOLW\�RI�
the membrane to K+ changes, causing K+ to exit the cell. 
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,W�LV�ODUJHO\�WKLV�HIÀX[�RI�.+ that repolarizes the cell and 
restores the resting membrane potential.

7R�HQVXUH�FRPSOHWH�HOHFWURPHFKDQLFDO�DFWLYDWLRQ�RI�
WKH�PXVFOH�¿EHU��DQ�$3�SURGXFHG�LQ�RQH�VPDOO�VHJPHQW�
adjacent to the neuromuscular junction must spread to 
adjoining sections. By a passive process, the AP propa-
JDWHV� DORQJ� HDFK� DGMDFHQW� VHFWLRQ�RI� WKH�PXVFOH�¿EHU�
and in both directions from the neuromuscular junction 
VR�WKDW�WKH�HQWLUH�PXVFOH�¿EHU�LV�HOHFWULFDOO\�DFWLYDWHG��
As the AP spreads, the membrane potential at each 
VXEVHTXHQW�PXVFOH�¿EHU�VHFWLRQ�FKDQJHV�IURP�QHJDWLYH�
to positive and back to negative as each adjacent muscle 
¿EHU�DUHD�LV�VXFFHVVLYHO\�DFWLYDWHG��7KH�GHHSHU�SRUWLRQV�
RI�WKH�PXVFOH�¿EHU�DOVR�QHHG�WR�EH�HOHFWULFDOO\�DFWLYDWHG��
and so, by means of the transverse tubule system, the AP 
SURSDJDWHV�WR�WKH�GHHSHU�VHFWLRQV�DV�ZHOO��7KH�WHUPLQDO�
portion of some motoneuron axons is slightly longer for 
VRPH�PXVFOH�¿EHUV�WKDQ�IRU�RWKHUV��VR�LW�PD\�WDNH�VOLJKWO\�
ORQJHU�WR�EHJLQ�DFWLYDWLRQ�LQ�WKRVH�¿EHUV��¿JXUH������

Muscle Fiber Conduction Velocity
7KH� YDU\LQJ� UDWHV� RI� WUDQVPLVVLRQ� RI� WKH� SURSDJDWHG�
AP determine many of the characteristics of the EMG. 
APs moving at slow rates, for example, contribute 
ORZ�IUHTXHQF\�FRPSRQHQWV�WR�WKH�VXUIDFH�(0*��7KXV��
understanding the factors that determine the rate at 
which this propagation occurs is important. Because AP 
generation is an ionic process, the velocity at which the 
$3�LV�FRQGXFWHG�DORQJ�WKH�PXVFOH�¿EHU�LV�GHSHQGHQW�RQ�
WKH�UDWH�DW�ZKLFK�WKHVH�LRQV�FDQ�EH�H[FKDQJHG��7KH�SDV-
sive membrane permeability characteristics determine 

part of this exchange rate, along with the active metabolic 
mechanism for pumping Na+�EDFN�RXW�RI�WKH�¿EHU�

'LIIHUHQFHV�LQ�FRQGXFWLRQ�YHORFLW\�DPRQJ�GLIIHUHQW�
PXVFOH�¿EHUV�FDQ�EH�DWWULEXWHG�WR�ERWK�KLVWRFKHPLFDO�DQG�
DUFKLWHFWXUDO�IHDWXUHV�RI�WKH�PXVFOH�¿EHU��7KH�DPSOLWXGH�
RI�WKH�PXVFOH�¿EHU�$3�WHQGV�WR�EH�ODUJHU�LQ�IDVW�WZLWFK�
¿EHUV��0RUHRYHU��WKH�VKDSHV�RI�WKH�$3V�RI�IDVW��DQG�VORZ�
WZLWFK�¿EHUV�GLIIHU��FDXVLQJ�WKH�IDVW�WZLWFK�¿EHU�$3�WR�
occur more quickly (including depolarization and repo-
larization) than the corresponding slow-twitch AP. Con-
VHTXHQWO\��IDVW�WZLWFK�¿EHUV�KDYH�IDVWHU�FRQGXFWLRQ�YHORF-
LWLHV� WKDQ� VORZ�WZLWFK�PXVFOH�¿EHUV��/DUJHU�GLDPHWHU� 
PXVFOH�¿EHUV�DOVR�SURGXFH�ODUJHU�$3V�WKDQ�GR�VPDOOHU�
¿EHUV� �$QGUHDVVHQ� DQG�$UHQGW�1LHOVRQ� ������� SDUWO\�
because of the greater activity of Na+��$WURSKLHG�¿EHUV�
have distinctly slower conduction velocities (Buchthal 
DQG�5RVHQIDOFN��������,QFUHDVHV�LQ�WKH�OHQJWK�RI�PXVFOH�
¿EHUV�WHQG�WR�GHFUHDVH�FRQGXFWLRQ�YHORFLW\��DQG�WKLV�PD\�
result from other architectural changes that occur in the 
¿EHU��'XPLWUX�DQG�.LQJ�������

Motor Unit Action Potential
Each motoneuron typically innervates several hundred 
PXVFOH�¿EHUV��DOWKRXJK�WKH�QXPEHU�YDULHV�LQ�GLIIHUHQW�
PXVFOHV�IURP�DURXQG����WR�DV�PDQ\�DV�VHYHUDO�WKRXVDQG��
7KLV�FKDUDFWHULVWLF²WHUPHG�WKH� innervation ratio²LV�
FRPSXWHG�E\�GHWHUPLQLQJ�WKH�QXPEHU�RI�PXVFOH�¿EHUV�
SHU�PRWRQHXURQ�� 7KH�PXVFOH� ILEHUV�ZLWKLQ� D� VLQJOH�
motor unit tend to be distributed throughout the muscle, 
although some muscles may have a more focused dis-
WULEXWLRQ��:LQGKRUVW�HW�DO���������7KH�LQGLYLGXDO�XQLW�RI�
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 ŸFigure 8.1 The motoneuron AP initiates the process of muscle fiber excitation (1). The AP arrives at all of 
the motor endplates innervated by the motoneuron (2). By electrochemical processes, a muscle fiber AP is initi-
ated and propagates along the length of the muscle fiber (3). The sum of all muscle fiber potentials activated by 
one motoneuron produces a motor unit AP (4), which can be recorded at the skin surface with amplifiers used 
specifically for biological signals (5).
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motor action is the motor unit²RQH�PRWRQHXURQ�DQG�
DOO�RI�WKH�PXVFOH�¿EHUV�LQQHUYDWHG�E\�WKDW�PRWRQHXURQ�

7KH�PRWRU�XQLW�DFWLRQ�SRWHQWLDO��08$3��UHSUHVHQWV�
WKH�VXPPDWHG�HOHFWULFDO�DFWLYLW\�RI�DOO�PXVFOH�¿EHUV�DFWL-
YDWHG�ZLWKLQ�WKH�PRWRU�XQLW��7KH�DPSOLWXGH�RI�WKH�08$3�
is partly determined by the innervation ratio. In addition, 
PRWRU�XQLWV�ZLWK�PRUH��RU�ODUJHU��PXVFOH�¿EHUV�KDYH�D�
ODUJHU�08$3��+RZHYHU��WKHUH�DUH�DOVR�VRPH�WHPSRUDO�
GLVSHUVLRQ�LVVXHV�WKDW�GH¿QH�WKH�VKDSH�RI�WKH�08$3�DV�
PHDVXUHG� E\�(0*²GHHSHU�PXVFOH�¿EHUV� FRQWULEXWH�
OHVV�WR�WKH�VXUIDFH�(0*�VLJQDO��¿JXUH������

Motor Unit Activation
7KH�SURGXFWLRQ�RI�PXVFXODU�IRUFH�LV�FRQWUROOHG�E\�WKH�
action of numerous muscles acting across a joint. In a 
single muscle, muscular force is initiated by activating 
an increasing number of motor units in a process termed 
recruitment��7R�SURGXFH� DOPRVW� DQ\�PXVFXODU� DFWLRQ��
VPDOOHU�PRWRU�XQLWV�DUH�UHFUXLWHG�¿UVW��DQG�VXFFHVVLYHO\�
larger motor units are recruited as the force require-
PHQW�LQFUHDVHV��7KH�QHUYRXV�V\VWHP�DOVR�FRQWUROV�KRZ�
IUHTXHQWO\�PRWRU�XQLWV�DUH�DFWLYDWHG��WKH�TXDQWL¿FDWLRQ�
of which is termed the motor unit discharge or ¿ULQJ�
rate��$V�WKH�PRWRU�XQLW�¿UHV�DW�IDVWHU�UDWHV��LW�SURGXFHV�
an increasing amount of muscular force.

Muscular force can be altered in other ways as well. 
For example, at the onset of a muscular contraction, 
when considerable effort may be required to overcome 

WKH�LQHUWLD�RI�WKH�OLPE�WR�EH�PRYHG��PRWRU�XQLWV�PD\�¿UH�
in two short latency bursts before beginning a regular 
¿ULQJ� UDWH��7KH� WZLQ� EXUVWV� DUH� WHUPHG�doublets and 
have the potential to produce larger forces than might 
be expected from the addition of two motor unit force 
WZLWFKHV��&ODPDQQ�DQG�6FKHOKRUQ��������7ZR�RU�PRUH�
PRWRU�XQLWV�IUHTXHQWO\�¿UH�VLPXOWDQHRXVO\�LQ�D�SURFHVV�
called synchronization�� 7KH� H[DFW� UROH� RI�PRWRU� XQLW�
synchronization in muscular force production is not 
clear, although it seems to occur more often than would 
be expected from chance alone.

,Q�SHUIRUPLQJ�DQ�DFWLRQ�OLNH�ZULVW�ÀH[LRQ��ZH�WHQG�WR�
activate other muscles (synergists) that perform similar 
DFWLRQV��:ULVW�ÀH[LRQ�PLJKW�EH�SHUIRUPHG�E\�DFWLYDWLQJ�
WKH�ÀH[RU�GLJLWRUXP�SURIXQGXV�DQG�VXSHU¿FLDOLV��ÀH[RU�
carpi ulnaris and radialis, palmaris longus, and other 
ZULVW�ÀH[RUV��/DWHU�LQ�WKLV�FKDSWHU��ZH�VKRZ�WKDW�HOHFWURGH�
sensors placed over a skin surface serve as detectors of 
EMG activity over a potentially large volume. If neigh-
boring muscles perform similar actions, then that activity 
is recorded by the surface electrodes.

Motor Unit Action Potential and the 
Electromyographic Signal
In the mildest muscle contraction, a single motor unit 
PD\�EH�DFWLYDWHG��7KLV�LV�UHFRUGHG�DW�WKH�VXUIDFH�DV�WKH�
08$3��IROORZHG�E\�HOHFWULFDO�VLOHQFH�XQWLO�WKH�XQLW¶V�QH[W�
¿ULQJ��$V�WKH�GHVLUHG�IRUFH�LQFUHDVHV��RWKHU�PRWRU�XQLWV�
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 ŸFigure 8.2 The contribution that each fiber’s AP makes to the EMG signal depends in large part on the depth 
of the fiber; note that fiber 5 contributes a smaller AP than fiber 1. The temporal characteristics of the signal also 
depend on the electrode–motor endplate distance as well as the terminal lengths and diameters of the moto-
neurons. Two motor units are shown here, with the amplitude of each motor unit represented as the algebraic 
sum of the individual muscle fiber APs (!MUAP). The overall signal is the algebraic sum of all motor units (!!MUAP).
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PD\�EH�UHFUXLWHG�DQG�¿UH�DW�HYHU�LQFUHDVLQJ�IUHTXHQF\��$W�
any point in time, the EMG signal is a composite electri-
cal sum of all of the active motor units. A large peak in 
the EMG signal might be the result of the activation of 
two or more motor units separated by a short interval. 
Note that the signal has both positive and negative com-
ponents. When the signal crosses the baseline, a positive 
SKDVH�RI�RQH�08$3�LV�OLNHO\�EDODQFHG�E\�WKH�QHJDWLYH�
SKDVH�RI�RWKHU�08$3V�

7KH�DPSOLWXGH�RI�WKH�VXUIDFH�UHFRUGHG�(0*�VLJQDO�
YDULHV�ZLWK� WKH� WDVN�� WKH� VSHFL¿F�PXVFOH�JURXS�XQGHU�
study, and many other features. Naturally, EMG ampli-
tude increases as the intensity of the muscular contrac-
tion increases. However, the relationship between EMG 
amplitude and force frequently is nonlinear. Moreover, 
cocontraction activity from antagonists may require 
compensatory activity from the agonist muscle group 
IURP�ZKLFK�(0*� UHFRUGLQJV� DUH� EHLQJ�PDGH��7KXV��
one cannot assume that increases in EMG activity are 
LQGLFDWLYH�RI�SDUDOOHO�LQFUHDVHV�LQ�IRUFH��5HGIHUQ�������
6RORPRQRZ��%DUDWWD�HW�DO��������� ,VVXHV�UHJDUGLQJ� WKH�
relationship between EMG amplitude and force are 
discussed later in this chapter.

RECORDING AND 
ACQUIRING THE 
ELECTROMYOGRAPHIC 
SIGNAL
EMG activity can be recorded using either a monopolar 
RU�D�ELSRODU�UHFRUGLQJ�DUUDQJHPHQW��¿JXUH�������,Q�PRQR-
polar recordings, one electrode is placed directly over the 
muscle and a second electrode is placed at an electrically 
neutral site, such as a bony prominence. In general, mono-
polar signals yield lower-frequency responses and less 
selectivity than bipolar recordings. Although monopolar 
recordings are frequently used during static contractions 
�2KDVKL�������������DQG�LQ�D�YDULHW\�RI�FOLQLFDO�LQYHV-
WLJDWLRQV� LQYROYLQJ� QHHGOH� HOHFWURGHV� �'XPLWUX� HW� DO��

�������WKH�PRQRSRODU�UHFRUGLQJ�LV�LQKHUHQWO\�OHVV�VWDEOH�
and would be a poor choice for measuring nonisometric 
contractions. Monopolar recordings are appropriate for 
WKH�DVVHVVPHQW�RI�+��DQG�7�UHÀH[HV�DQG�PXVFOH�0�ZDYHV��
KRZHYHU��0LQHYD�HW�DO��������

Bipolar (or single differential) recordings are consid-
erably more common. In a bipolar recording arrange-
ment, two electrodes are placed in the muscle or on the 
skin overlying the muscle, and a third neutral, or ground, 
HOHFWURGH�LV�SODFHG�DW�DQ�HOHFWULFDOO\�QHXWUDO�VLWH��7KLV�
FRQ¿JXUDWLRQ�XVHV�D�GLIIHUHQWLDO�DPSOL¿HU�WKDW�UHFRUGV�
the electrical difference between the two recording 
HOHFWURGHV��7KXV��DQ\�VLJQDO�WKDW�LV�FRPPRQ�WR�WKH�WZR�
LQSXWV�LV�JUHDWO\�DWWHQXDWHG��7KH�IHDWXUH�WKDW�DOORZV�WKH�
DPSOL¿HU� WR�DWWHQXDWH� WKHVH�FRPPRQ�VLJQDOV� LV� FDOOHG�
common-mode rejection, and the extent to which signals 
common to both inputs are attenuated is described by the 
common-mode rejection ratio��&055���7KHVH�&055V�
are expressed in either a linear or a logarithmic scale. A 
YHU\�JRRG�FRPPHUFLDO�DPSOL¿HU�PLJKW�KDYH�D�&055�RI�
����G%��2QH�FDQ�FRQYHUW�&055�LQ�D�GHFLEHO�VFDOH�XVLQJ�
the following formula:

 CMRR
(dB)
� ����log�� CMRR

(linear)
� �����

ZKHUH�WKH�&055�LV�HTXLYDOHQW�WR�����������
,Q�D�W\SLFDO�ODERUDWRU\�RU�¿HOG�HQYLURQPHQW��WKHUH�PD\�

be considerable radio frequency (RF) and line activity 
IURP�HOHFWULFDO�RXWOHWV��OLJKWV��RU�RWKHU�OLQH�VLJQDOV��7KHVH�
VLJQDOV�DUH�W\SLFDOO\�DW�SRZHU�OLQH�IUHTXHQF\�����RU����
Hz, depending on the recording location), and so they 
are directly in the frequency range represented by the 
(0*�VLJQDO��7KHUH�PD\�DOVR�EH�DPELHQW�5)�VLJQDOV�LQ�
the atmosphere at other frequencies. Because the differ-
HQWLDO�DPSOL¿HU�UHGXFHV�WKH�VLJQDOV�DSSHDULQJ�LQ�SKDVH�DW�
ERWK�DPSOL¿HU�LQSXWV��WKHLU�LQÀXHQFH�LV�JUHDWO\�UHGXFHG��
7KHUH�DUH�LQVWDQFHV�LQ�ZKLFK�ERWK�PRQRSRODU�DQG�ELSRODU�
recordings may be valuable, such as in investigating the 
JHRPHWU\� RI�PXVFOH�¿EHUV� GXULQJ� FKDQJHV� LQ�PXVFOH�
OHQJWK��*HULORYVN\�HW�DO��������

&DUH�PXVW�EH�XVHG� LQ�VHWWLQJ� WKH�DPSOL¿HU�JDLQ�� ,I�
WKH�DPSOLWXGH�RI�WKH�(0*�VLJQDO�H[FHHGV�WKH�DPSOL¿HU¶V�
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 ŸFigure 8.3 EMG signals can be acquired using either a monopolar (a) or bipolar (b) configuration. Some applications, 
however, may require specialized amplifiers, such as the double differential recording technique (c).
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JDLQ��WKH�DPSOL¿HU�LV�VDWXUDWHG�DQG�GLVWRUWLRQ�RFFXUV�LQ�
the form of clipping��ODVW�ZDYHIRUP�LQ�¿JXUH�������&OLS-
ping occurs when the amplitude of the output exceeds the 
bounds of the power supply. However, if the gain is set 
too low, the resolution of the signal after analog-to-digital 
�$�'��FRQYHUVLRQ�ZLOO�EH�VPDOO��,GHDOO\��WKH�JDLQ�VKRXOG�
be set so that the amplitude of the signal is matched to 
WKH�UDQJH�RI�WKH�$�'�FRQYHUWHU�

Electrode Types
$�ODUJH�YDULHW\�RI�(0*�HOHFWURGHV�DUH�DYDLODEOH��¿JXUH�
������7KH�FKRLFH�RI�HOHFWURGH�GHSHQGV�RQ�WKH�PRWRU�WDVN�WR�
be explored, the nature of the research question, and the 

VSHFL¿F�PXVFOH�IURP�ZKLFK�UHFRUGLQJV�DUH�WR�EH�PDGH��
7KLV�VHFWLRQ�GLVFXVVHV�WKH�XVH�RI�(0*�HOHFWURGHV�SODFHG�
RQ�WKH�VNLQ�VXUIDFH�DV�ZHOO�DV�WKH�XVH�RI�LQGZHOOLQJ�¿QH�
wire and needle electrode designs. A few other electrode 
designs currently in research use are also noted.

Surface Electrodes
7KH�¿UVW�(0*�HOHFWURGHV�ZHUH�VLPSOH�FRQGXFWLQJ�VXUIDFHV�
made of various kinds of metal, including silver, gold, 
VWDLQOHVV�VWHHO��DQG�HYHQ�WLQ��7KHVH�SODWH�W\SH�HOHFWURGHV�
are commonly used for clinical applications such as assess-
ing sensory and motor nerve conduction velocity, F-waves, 
0�ZDYHV�� DQG�+�UHIOH[HV� �2K� �������+RZHYHU�� VRPH� 
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 ŸFigure 8.4 Various distortions of an EMG signal. The first panel is the true signal; the following panels il-
lustrate various distortions.
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technical problems may occur with these surface elec-
WURGHV��7KHUH�LV�QRUPDOO\�D����P9�SRWHQWLDO�EHWZHHQ�WKH�
inside and outside skin layers. When the skin is stretched, 
WKH�SRWHQWLDO�GHFUHDVHV�WR�DERXW����P9��DQG�WKH�UHVXOWLQJ�
��P9�FKDQJH�LV�UHFRUGHG�DV�PRWLRQ�DUWLIDFW��2EYLRXVO\��
motion artifact produced by skin transients can be a prob-
lem in recording situations in which appreciable move-
ment is expected. However, these artifacts can frequently 
be minimized by using silver–silver chloride electrodes 
�:HEVWHU�������DQG�E\�DEUDGLQJ�WKH�VNLQ�OLJKWO\�WR�UHGXFH�
WKH� QRUPDO� ��� N" impedance across the skin surface. 
7KHVH� VXUIDFH�DSSOLHG� HOHFWURGHV� VHUYH� DV� GHWHFWRUV� RI�
EMG activity in the underlying muscles, but they can also 
be excellent antennas for other RF activity in the ambient 
environment. Consequently, interelectrode impedance 
has to be minimized to minimize RF activity. After the 
electrodes are applied to the skin, an impedance meter can 
be used for this purpose. Before the electrodes are applied, 
impedance can be minimized by carefully preparing the 
skin, removing dead skin cells and skin oils, and increasing 
ORFDO�VNLQ�EORRG�ÀRZ��0LQLPL]LQJ�FDEOH�GLVWDQFHV��XVLQJ�
shielded cables, and braiding individual electrode cables 
together also help to minimize RF interference.

One technique that successfully reduces these arti-
IDFWV�HQWDLOV�ORFDWLQJ�WKH�¿UVW�VWDJH�DPSOL¿HU�DV�FORVH�WR�

the electrode site as possible. For example, friction and 
movement in the cable insulation can produce artifacts. 
7KHVH� DUWLIDFWV� FDQ�EH� UHGXFHG�E\�XVLQJ� D�XQLW\�JDLQ�
RSHUDWLRQDO�DPSOL¿HU�DW�HDFK�HOHFWURGH��)UHTXHQWO\�FDOOHG�
active� HOHFWURGHV�� WKHVH�GHYLFHV�SRVLWLRQ� WKH�DPSOL¿HU�
YHU\�FORVH�WR�WKH�VXUIDFH�VHQVRU��VHH�¿JXUH����d���7KH�
VLJQDOV�IURP�WKH�¿UVW�VWDJH�DPSOL¿HUV�IUHTXHQWO\�KDYH�D�
higher signal-to-noise ratio (SNR) and thus are “cleaner” 
VLJQDOV� �+DJHPDQQ�HW� DO�� �������6HYHUDO� DXWKRUV�KDYH�
described the low-cost construction of on-site pream-
SOL¿HG� HOHFWURGHV� �+DJHPDQQ� HW� DO�� ������ -RKQVRQ� HW�
DO��������1LVKLPXUD�HW�DO���������'LVSRVDEOH�HOHFWURGHV�
are also commercially available for applications that 
require them.

Surface electrodes have limited use in recording 
activity from deeper muscles or deeper portions of large 
PXVFOHV��7KH�HVWLPDWHG�HIIHFWLYH�UHFRUGLQJ�DUHD�RI�VXU-
IDFH�HOHFWURGHV�UDQJHV�IURP����WR����PP�IURP�WKH�VNLQ�
VXUIDFH��%DUNKDXV�DQG�1DQGHGNDU�������)XJOHYDQG�HW�
DO���������,W�LV�DOVR�GLI¿FXOW�WR�XVH�VXUIDFH�HOHFWURGHV�WR�
UHFRUG�IURP�VPDOO�PXVFOHV��EHFDXVH�LW�FDQ�EH�GLI¿FXOW�
to discern whether the signal is arising from the under-
O\LQJ�PXVFOH�RU�DQ�DGMDFHQW�PXVFOH��7KLV�FURVVWDON�LV�D�
serious problem that is discussed later in the chapter. 
7KHUH�LV�VRPH�HYLGHQFH�WKDW�GHHSHU�PRWRU�XQLWV�PD\�EH�

 ŸFigure 8.5 Some of the many surface electrodes commercially available.
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VPDOOHU� WKDQ� WKHLU�VXSHU¿FLDO�FRXQWHUSDUWV�� VR�VXUIDFH�
EMG recordings must be interpreted in the context of 
a possible bias toward recording from larger and more 
JO\FRO\WLF�PRWRU�XQLWV��/H[HOO�HW�DO��������

Fine-Wire Electrodes
An alternative procedure that facilitates recording 
IURP�GHHSHU�RU�VPDOOHU�PXVFOHV�LV�WKH�XVH�RI�¿QH�ZLUH�
HOHFWURGHV� �%DVPDMLDQ� DQG�6WHFNR�������%XUJDU� HW� DO��
������� 7KLV� FRQ¿JXUDWLRQ� JHQHUDOO\� FRQVLVWV� RI� WZR�
¿QH�GLDPHWHU� LQVXODWHG�ZLUHV��DERXW����#m diameter) 
WKDW�DUH�WKUHDGHG�WKURXJK�D�KROORZ�QHHGOH�FDQQXOD��7KH�
tips of the wires constitute the recording surfaces, and 
HLWKHU�WKHVH�DUH�FXW�ÀXVK�RU�WKH�ODVW�PLOOLPHWHU�RU�VR�RI�
LQVXODWLRQ� LV� UHPRYHG� IURP� WKH�ZLUH��7KH�JUHDWHU� WKH�
amount of insulation that is removed, the greater is the 
UHFRUGLQJ�YROXPH��7KH�GLVWDO�FHQWLPHWHU�RI�WKHVH�ZLUHV�
is bent backward so that the wires and needle can be 
inserted into the muscle. After the needle is inserted, it is 
carefully removed, leaving just the wires as the recording 
HOHFWURGHV��7KH�FDQQXOD�FDQ�EH�HLWKHU�UHPRYHG�RU�OHIW�RII�
to the side during the experiment, and the ends of the 
ZLUHV�DUH�WKHQ�FRQQHFWHG�WR�DQ�DPSOL¿HU�

Needle Electrodes
Many types of needle electrodes are commercially 
available, and they are frequently used to monitor the 
activity of one or more individual motor units rather than 
the EMG activity of the composite muscle. Concentric 
electrodes consist of a small wire placed in the middle 
RI�D�KROORZ�FDQQXOD��7KH�ZLUH�LV�VHW�LQ�SODFH�ZLWK�HSR[\��
7KH�FDQQXOD�LV� WKHQ�FXW�DW�DQ�DFXWH�DQJOH��DERXW�������
leaving a shiny wire surface that is then referenced to 
the cannula for a bipolar recording.

Other Electrode Designs
Many other types of EMG electrodes have been designed 
IRU�GLIIHUHQW�SXUSRVHV��/RQJLWXGLQDO�DUUD\�HOHFWURGHV�DUH�
XVHG�WR�UHFRUG�WKH�IHDWXUHV�RI�SURSDJDWLQJ�PXVFOH�¿EHU�
$3V��0DVXGD�HW�DO��������0HUOHWWL�HW�DO���������0XOWLSOH�
��'�DUUD\�HOHFWURGHV�FRQVLVWLQJ�RI�QLQH�RU�PRUH�HOHF-
trode surfaces arranged in a grid are used to investigate 
WKH�DUFKLWHFWXUDO�IHDWXUHV�RI�PXVFOH��7KXVQH\DSDQ�DQG�
=DKDODN��������2QH�FRPSDQ\��'HOV\V��KDV�GHVLJQHG�D�
ZLUHOHVV�HOHFWURGH��7ULJQR��WKDW�LQFOXGHV�D���'�DFFHOHU-
ometer to measure the motion of the electrode attached 
to the skin surface.

5HFRUGLQJ�LQGLYLGXDO�PXVFOH�¿EHU�$3V�GXULQJ�KLJK�
IRUFH�FRQWUDFWLRQV�UHTXLUHV�VSHFLDOL]HG�HOHFWURGHV��7KHUH�
have been some excellent attempts to record individual 
APs using surface multielectrode arrays (Rau et al. 
������� EXW� DJDLQ�� D� VXUIDFH� GHWHFWRU� LV� ELDVHG� WRZDUG�

PXVFOH�¿EHUV�FORVHU�WR�WKH�VNLQ�VXUIDFH��$3V�IURP�LQGL-
YLGXDO�PXVFOH� ¿EHUV� DUH� XVXDOO\� UHFRUGHG� IURP�ZLUH�
electrodes (as just described), multiple wire electrodes 
�+DQQHU]� ������ 6KLDYL� ������� RU� QHHGOH� HOHFWURGHV�
�.DPHQ�HW�DO��������6DQGHUV�HW�DO��������

Electrode Geometry  
and Placement
7KH�LPSRUWDQFH�RI�FRUUHFWO\�SODFLQJ�VXUIDFH�HOHFWURGHV�
over the muscle cannot be overemphasized. Certainly, 
the electrodes must be placed in a position from which 
$3V�IURP�WKH�XQGHUO\LQJ�PXVFOH�¿EHUV�FDQ�EH�UHFRUGHG��
In general, this means placing the electrodes away from 
KLJKO\�WHQGLQRXV�DUHDV��7KH�PRWRU�SRLQW��WKH�DUHD�ZKHUH�
the nerve enters the muscle) is not a good location for 
surface electrodes. For studies requiring several mea-
surement sessions, the endplate zone has the potential 
to produce the most variable EMG signals. Because 
08$3V�SURSDJDWH�LQ�ERWK�GLUHFWLRQV�IURP�WKH�QHXUR-
muscular junction, signals recorded over the motor point 
are frequently subjected to algebraic subtraction from 
D� GLIIHUHQWLDO� DPSOL¿HU�� UHVXOWLQJ� LQ� WKH� FDQFHOODWLRQ�
of EMG signals common to both electrodes. Standard 
locations for electrodes can be found in various sources 
�/H9HDX� DQG�$QGHUVVRQ�������=LSS��������+RZHYHU��
the orientation of the electrodes with respect to the 
PXVFOH�¿EHUV�LV�DOVR�LPSRUWDQW��,I�WKH�HOHFWURGH�LV�QRW�
SODFHG�SDUDOOHO� WR� WKH�PXVFOH�¿EHUV�� WKH�DPSOLWXGH�RI�
WKH�VLJQDO�PD\�EH�UHGXFHG�E\�DV�PXFK�DV������9LJUHX[�
HW�DO���������7KH�IUHTXHQF\�FRQWHQW�RI�WKH�(0*�VLJQDO�
is also affected by off-parallel electrode placement. 
&RQVHTXHQWO\�� DOWKRXJK� WKH�PXVFOH� ¿EHU� SHQQDWLRQ�
DQJOH�FDQ�EH�GLI¿FXOW�WR�GHWHUPLQH��HYHU\�HIIRUW�VKRXOG�
be made to orient the electrodes parallel to the muscle 
¿EHUV��$QDWRPLFDO�DWODVHV�DUH�DYDLODEOH�IRU�DVVLVWDQFH�
�&UDP�HW�DO��������

Interelectrode geometry is also an important consider-
ation. Although the evidence is equivocal, the amplitude  
of the EMG signal may be affected by the interelec-
WURGH�GLVWDQFH²WKH�GLVWDQFH�EHWZHHQ�HOHFWURGH�SDLUV��
One researcher found that an interelectrode distance 
RI�DERXW����PP�SURGXFHV�WKH�JUHDWHVW�(0*�DPSOLWXGH�
ZKHQ�VXUIDFH�HOHFWURGHV�ZLWK�D���PP�GLDPHWHU�UHFRUG-
LQJ�DUHD�DUH�XVHG��9LJUHX[�HW�DO���������+RZHYHU��PRUH�
UHFHQWO\��-RQDV�DQG�FROOHDJXHV��������IDLOHG�WR�¿QG�DQ\�
difference in compound muscle AP amplitude using dif-
ferent surface electrode types, different recording areas, 
and different interelectrode distances. EMG frequency 
characteristics are also amenable to change with elec-
trode spacing, with higher spectral frequencies obtained 
from electrodes placed closer together (Bilodeau et al. 
������0RULWDQL�DQG�0XUR��������:KHQ�\RX�DUH�SODFLQJ� 
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EMG electrodes, it is best to keep constant as many 
conditions as possible between recording sessions and 
among subjects to minimize variability from any of 
these factors.

Electromyographic Signal 
Processing
Advances in both analog and digital electronics and 
in signal-processing techniques, as well as continued 
advances in our understanding of the EMG signal, have 
changed the way we process and analyze the signal. 
7KLV�VHFWLRQ�IRFXVHV�RQ�WKH�PRVW�FRPPRQ�WHFKQLTXHV�
DYDLODEOH�IRU�DFTXLULQJ�DQG�¿OWHULQJ�WKH�VLJQDO��:H�DOVR�
consider some of the technical problems inherent in 
processing the EMG signal.

Application of Analog and Digital 
Filtering
Knowledge of the inherent frequency characteristics 
and prevailing sources of RF noise and interference 
of any biological signal allows some decisions to be 
PDGH�UHJDUGLQJ�WKH�NLQGV�RI�¿OWHULQJ�WHFKQLTXHV�WR�EH�
used. Analysis of the EMG signal frequency spectrum 
indicates that little (if any) of the signal is contained at 
IUHTXHQFLHV�EHORZ�DERXW����+]�RU�DERYH���N+]��,QGHHG��
for the surface EMG signal, the upper frequency limits 
of the signal are even more bandwidth-limited, with the 
KLJKHVW�IUHTXHQF\�FRPSRQHQWV�IRXQG�DW�DERXW�����+]��
Indwelling signals (recorded within muscles) contain 
KLJKHU�IUHTXHQF\� FRQWHQW� �*HUOHPDQ� DQG�&RRN��������
Consequently, it is frequently recommended that the 
VXUIDFH�(0*�VLJQDO�EH�DFTXLUHG�XVLQJ�D�KLJK�SDVV�¿OWHU�
VHW�DW�DERXW����+]��ZLWK�DQ�DQWLDOLDVLQJ�ORZ�SDVV�¿OWHU�
VHW�DW�DERXW���N+]��+RZHYHU��RSLQLRQV�YDU\�RQ�WKH�H[DFW�
EDQG�SDVV�FKDUDFWHULVWLFV�WR�EH�XVHG��6RIWZDUH�¿OWHUV�FDQ�
be used after recording to apply further digital signal 
processing.

Analog-Digital Data Acquisition
Knowledge of the inherent frequency characteristics of 
the EMG signal is also important in choosing a sampling 
rate. Certainly, the Nyquist limit must be considered, 
requiring as it does a sampling rate that is at least twice 
that of the highest-frequency component in the signal. 
For the surface EMG signal, this generally requires a 
VDPSOLQJ�UDWH�RI�DW�OHDVW������VDPSOHV�SHU�VHFRQG��DQG�
VRPHWLPHV�KLJKHU��$�ORZ�SDVV��DQWLDOLDVLQJ�¿OWHU�VHW�DW�
the Nyquist limit (the highest frequency in the signal) 
should then be implemented to prevent signals above this 
frequency from distorting the true signal.

0DQ\�PDQXIDFWXUHUV�RIIHU����WR����+]�QRWFK�¿OWHUV�
to attenuate RF activity from lights or other equipment. 
However, there is considerable EMG activity at these 
line frequencies. Consequently, although the signal may 
ORRN�³FOHDQHU�́ �D�VLJQL¿FDQW�SRUWLRQ�RI�WKH�(0*�VLJQDO�
LV�HOLPLQDWHG�ZLWK�WKHVH�QRWFK�¿OWHUV��,I�QHFHVVDU\��WHFK-
QLTXHV�RWKHU�WKDQ�WKH�XVH�RI�QRWFK�¿OWHUV�VKRXOG�EH�XVHG�WR�
HOLPLQDWH�OLQH�IUHTXHQF\�LQWHUIHUHQFH��7KLV�PD\�UHTXLUH�
changing the surrounding equipment environment, 
using alternative electrodes, improving the grounding 
FRQ¿JXUDWLRQ��RU�LPSURYLQJ�WKH�HOHFWURGH�VNLQ�LQWHUIDFH�

Influences on the 
Electromyographic Signal
7KH�ODUJH�QXPEHU�RI�LQÀXHQFHV�RQ�WKH�(0*�VLJQDO�DUH�
both physiological and technical in origin. Knowledge 
of the myriad sources that can contribute to the surface-
recorded EMG signal is necessary to ensure correct 
interpretation.

Electrodes
As described earlier, electrode characteristics that can 
affect the frequency and amplitude content of the EMG 
signal include the type of electrode (e.g., surface, metal 
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EMG techniques are sometimes useful in revealing mor-
phological features in muscle. In this paper, Masuda and 
colleagues describe the construction of a linear surface 
electrode array that is placed along the surface of the 
ELFHSV�EUDFKLL�PXVFOH��0XVFOH�¿EHU�$3V�DUH�GHWHFWHG�E\�
the multiple electrodes and followed and tracked as they 
propagate along the muscle. When the array is placed in 

the vicinity of the innervation zone (the so-called motor 
point), the AP polarity reverses, reliably and accurately 
PDUNLQJ� WKH� ORFDWLRQ� RI� WKH�PRWRU� SRLQW��7KH� DXWKRUV�
describe a computer program that automatically calcu-
lates this position using regression techniques. In this 
way, surface EMG techniques are quite useful to muscle 
morphologists.
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plate, silver–silver chloride, indwelling), electrode size, 
DQG�WKH�LQWHUHOHFWURGH�GLVWDQFH��7KH�HOHFWURGH�FRQ¿JXUD-
tion (monopolar vs. bipolar) is also a determinant.

7KH� FKDUDFWHULVWLFV� RI� WKH� XQGHUO\LQJ� WLVVXH� DOVR�
affect the EMG signal. A poor electrode-skin interface 
increases electrode impedance, contributing to a poorer 
SNR. A good skin-electrode interface is particularly 
LPSRUWDQW�IRU�XQDPSOL¿HG�HOHFWURGHV��(0*�DPSOLWXGH�
decreases as a power function with increasing distance 
between surface electrodes and muscle (Roeleveld et 
DO�� �������&RQVHTXHQWO\�� WKH� YROXPH�RI� VXEFXWDQHRXV�
fat can increase the electrode-muscle distance and also 
affect the EMG signal. Not surprisingly, lower levels 
of subcutaneous fat are associated with higher SNR. 
In obese individuals, the subcutaneous fat layer can be 
�����WR������JUHDWHU�WKDQ�LQ�OHDQ�LQGLYLGXDOV��3HWURI-
VN\��������7KH�WKLFNQHVV�RI�WKH�VXEFXWDQHRXV�IDW�OD\HU�
FDQ�H[SODLQ�PRUH�WKDQ�����RI�WKH�YDULDQFH�LQ�WKH�(0*�
VLJQDO��RQH�UHFRPPHQGDWLRQ�LV�WR�DWWHPSW�WR�QRUPDOL]H�
the EMG signal if the subcutaneous fat layer is very thick 
�1RUGDQGHU�������

Blood Flow and Tissue Influences
7KH�WLVVXH�EHWZHHQ�WKH�PXVFOH�DQG�VXUIDFH�HOHFWURGHV�KDV�
D�GUDPDWLF�ORZ�SDVV�¿OWHULQJ�HIIHFW��&RQVHTXHQWO\��WKH�
KLJK�IUHTXHQF\�FKDUDFWHULVWLFV�RI�LQGLYLGXDO�PXVFOH�¿EHU�
$3V��SDUWLFXODUO\�WKRVH�IURP�GHHSHU�¿EHUV��DUH�DWWHQXDWHG�
DSSUHFLDEO\�DW�WKH�VXUIDFH��7KLV�GHFD\�RFFXUV�H[SRQHQ-
tially with distance, so at even small distances from the 
PXVFOH�¿EHU��WKH�KLJKHU�IUHTXHQF\�FKDUDFWHULVWLFV�RI�WKH�
$3�DUH�VKDUSO\�DWWHQXDWHG��(YHQ�����#m away from the 
PXVFOH�¿EHU�� DERXW�����RI� WKH� VLJQDO� VWUHQJWK� LV� ORVW�
�$QGUHDVVHQ� DQG�5RVHQIDOFN�������/RZ�SDVV�¿OWHULQJ�
PD\�DOVR�EH� LQGXFHG�E\� LQFUHDVHG�PXVFOH�EORRG�ÀRZ��
ZKLFK�LQFUHDVHV�GUDPDWLFDOO\�GXULQJ�FRQWUDFWLRQ��7KXV��LW�
is possible that EMG signal characteristics can be altered 
by factors unrelated to muscle electrical activity. Because 
the EMG signal can be affected by changes in Na+, situ-
ations that involve appreciable fatigue, dehydration, or 
LQWHUUXSWLRQ�LQ�PXVFOH�EORRG�ÀRZ�PD\�DIIHFW�WKH�(0*�

Muscle Length
Our knowledge of changes in muscle length during 
dynamic contraction has been extended considerably 
by the ultrasound studies conducted by Kawakami and 
FROOHDJXHV��,WR�HW�DO���������7KH�UDWH�RI�SURSDJDWLRQ�RI�
WKH�PXVFOH�¿EHU�$3�FKDQJHV�DV�WKH�PXVFOH�FKDQJHV�LQ�
OHQJWK��7KLV�LV�GHPRQVWUDWHG�DV�D�GHFUHDVH�LQ�PXVFOH�¿EHU�
conduction velocity with muscle lengthening (Morimoto 
�������$OVR�� WKH� DPSOLWXGH� RI� WKH�$3� GHFOLQHV�ZLWK�
LQFUHDVLQJ� OHQJWK� �*HULORYVN\� HW� DO�� ������+DVKLPRWR�
HW�DO���������OLNHO\�DV�D�UHVXOW�RI�PRUSKRORJLFDO�FKDQJHV�
in the neuromuscular junction or the sarcolemmal 

PHPEUDQH��.LP�HW�DO���������0RUHRYHU��WKH�IUHTXHQF\�
characteristics are affected, with increasing muscle 
length shifting the spectrum toward the lower frequen-
FLHV��2NDGD��������7KHVH�FKDQJHV�LQ�WKH�FKDUDFWHULVWLFV�
RI�WKH�(0*�VLJQDO�DUH�RQH�UHDVRQ�WKDW�LW�LV�GLI¿FXOW�WR�
interpret the signal during dynamic contractions.

Muscle Depth
Because the AP decays so rapidly as the distance from 
WKH�UHFRUGLQJ�HOHFWURGHV�LQFUHDVHV��GHHSHU�PXVFOH�¿EHUV�
DUH�FRQVLGHUDEO\�PRUH�GLI¿FXOW�WR�UHFRUG�IURP�WKH�VXU-
IDFH�WKDQ�DUH�PRUH�VXSHU¿FLDO�PXVFOHV��$V�QRWHG�HDUOLHU��
surface electrodes record signals only from these more 
VXSHU¿FLDO�PXVFOH�¿EHUV��0RUHRYHU��WKHUH�LV�VRPH�HYL-
GHQFH�WKDW�WKH�¿EHU�W\SH�PD\�YDU\�ZLWK�PXVFOH�GHSWK��
7KH�GHHSHU�PXVFOH�¿EHUV�VHHP�WR�KDYH�PRUH�VORZ�WZLWFK�
characteristics, and so they are recruited at lower forces, 
ZKHUHDV�WKH�PRUH�VXSHU¿FLDO�¿EHUV�PD\�EH�PRUH�IDVW�
twitch and recruited at somewhat higher muscle forces. 
Consequently, the surface EMG may be biased in favor of 
UHFRUGLQJ�IURP�WKH�PRUH�VXSHU¿FLDO��IDVW�WZLWFK�PXVFOH�
¿EHUV��ZKLFK�DOVR�JHQHUDWH�WKH�ODUJHU�$3V�

Crosstalk
Because muscle is a volume conductor, electrical signals 
are transmitted indiscriminately through it, regardless 
RI� WKH� RULJLQ� RI� WKH� VLJQDO��7KXV�� IRU� H[DPSOH��(0*�
DFWLYLW\�SURGXFHG�LQ�RQH�SODQWDU�ÀH[RU�PXVFOH��H�J���JDV-
trocnemius) can readily be detected by electrodes placed 
RYHU�DQ�DGMDFHQW�SODQWDU�ÀH[RU��H�J���VROHXV���7KLV�(0*�
crosstalk can be considerable (Morrenhof and Abbink 
������DQG�LV�OLNHO\�IUHTXHQWO\�XQGHUHVWLPDWHG��DOWKRXJK�
the issue is not without controversy. Some investigators 
view the extent of crosstalk from adjacent muscles to be 
TXLWH�VPDOO��:LQWHU�HW�DO���������1HYHUWKHOHVV��ZKHQHYHU�
crosstalk may be a problem, the investigator must deter-
mine the extent to which it exists.

Crosstalk is affected by a number of factors. For 
example, it increases with the size of the subcutaneous 
IDW�OD\HU��6RORPRQRZ�HW�DO���������7KXV��FURVVWDON�PD\�
be more frequently observed in muscles surrounded by 
large layers of subcutaneous fat (e.g., gluteus maximus) 
and in women and infants.

Crosstalk can be greatly minimized by using more 
selective electrodes. Wire electrodes that have a smaller 
recording area than surface electrodes considerably 
minimize crosstalk. A rehabilitation technique involving 
proprioceptive neuromuscular facilitation has been used 
to demonstrate the risks of EMG crosstalk (Etnyre and 
$EUDKDP��������(DUOLHU�VWXGLHV�KDG�VKRZQ�WKDW�PXVFOH�
EMG activity increases when a muscle is stretched 
during antagonist muscle contraction. When subjects 
SHUIRUPHG� SODQWDU� ÀH[LRQ� IROORZHG� E\� GRUVLÀH[LRQ��
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surface electrodes recorded the soleus muscle EMG 
DFWLYLW\�GXULQJ�WKH�GRUVLÀH[LRQ�SKDVH��+RZHYHU��QR�(0*�
activity was observed when wire electrodes were used 
�(WQ\UH� DQG�$EUDKDP��������:KDW� KDG�EHHQ� WKRXJKW�
to be cocontraction of agonist and antagonist muscles 
turned out to be crosstalk produced by the antagonist 
GRUVLÀH[RU�PXVFOHV�

&URVVWDON�FDQ�EH�LGHQWL¿HG�XVLQJ�VHYHUDO�WHFKQLTXHV��
7KH�PRWRU� QHUYH� LQQHUYDWLQJ� WKH� DQWDJRQLVW�PXVFOH�
can be stimulated and the EMG inspected visually for 
HYLGHQFH�RI�FURVVWDON�DFWLYLW\��.RK�DQG�*UDELQHU��������
Cross-correlation analysis of two EMG signals (in 
two different muscles) can be conducted to determine 
whether the two signals are strongly related at some time 
ODJ��(WQ\UH�DQG�$EUDKDP�������

EMG activity from three surface electrodes placed in 
a series can be recorded using two conventional EMG 
DPSOL¿HUV��7KH�VLJQDO�IURP�WKHVH�WZR�DPSOL¿HUV�FDQ�WKHQ�
VHUYH�DV�LQSXW�WR�D�WKLUG�GLIIHUHQWLDO�DPSOL¿HU��UHVXOWLQJ�
in a double-differential signal� �VHH� ¿JXUH� ������ 7KLV�
double-differential recording technique may attenuate 
signals from distant sources and thus reduce the potential 
IRU�FURVVWDON��.RK�DQG�*UDELQHU��������:LUH�HOHFWURGHV�
that have a small area can be used to obtain slightly more 
selective recordings from each pair of wires.

ANALYZING AND 
INTERPRETING THE 
ELECTROMYOGRAPHIC 
SIGNAL
7KH� WZR� LPSRUWDQW� FKDUDFWHULVWLFV�RI� WKH�(0*�VLJQDO�
are amplitude and frequency. Amplitude is an indicator 
of the magnitude of muscle activity, produced predomi-
nantly by increases in the number of active motor units 
DQG�WKH�IUHTXHQF\�RI�DFWLYDWLRQ��RU�WKH�¿ULQJ�UDWH��7KH�
frequency of the signal is also affected by these factors. 
When more motor units are activated, the number of 
spikes and turns in the surface EMG signal increases. 
&KDQJHV� LQ� ¿ULQJ� UDWH� DOVR� FKDQJH�(0*� IUHTXHQF\�
characteristics. However, as discussed earlier, a number 
of other factors, both technical and physiological, affect 
both the amplitude and frequency of the EMG signal. 
In this section, we discuss the major variables used to 
analyze the EMG and provide some information regard-
ing their interpretation.

Electromyographic Amplitude
7KH�PDMRU� YDULDEOHV� XVHG� WR� GH¿QH�(0*� DPSOLWXGH�
LQFOXGH�SHDN�WR�SHDN��S�S��DPSOLWXGH��DYHUDJH�UHFWL¿HG�
amplitude, root mean square (RMS) amplitude, linear 

HQYHORSH�� DQG� LQWHJUDWHG�(0*��7KHVH� YDULDEOHV� DUH�
discussed next.

Peak-to-Peak Amplitude
7KH�SHDN�WR�SHDN��S�S��DPSOLWXGH�LV�RQH�RI�WKH�VLPSOHVW�
ZD\V�WR�GHVFULEH�WKH�PDJQLWXGH�RI�WKH�(0*�VLJQDO��7KLV�
variable is particularly useful when the signal is highly 
V\QFKURQRXV²FRPSRVHG� RI�PXOWLSOH� VLPXOWDQHRXVO\�
¿ULQJ�PRWRU�XQLWV��)RU�H[DPSOH��ZKHQ�D�SHULSKHUDO�PRWRU�
nerve is stimulated, most or all of the motoneurons 
are activated simultaneously to produce a synchro-
QRXV�VLJQDO�FDOOHG� WKH�0�ZDYH��¿JXUH�������:KHQ� WKH�
LQWHQVLW\�RI�WKH�VWLPXODWLRQ�LV�LQFUHDVHG�VXI¿FLHQWO\��DOO�
motoneurons are activated, resulting in the maximal 
EMG activity that the muscle is capable of producing. 
7KLV�PD[LPDO�DPSOLWXGH�0�ZDYH�FDQ�EH�GHVFULEHG�E\�
calculating the negative-peak-to-positive-peak amplitude 
(p-p amplitude).

E5144/Robertson/Fig8.6/414978/alw/r1-pulled 
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 ŸFigure 8.6 The M-wave (M) reflects the synchro-
nous electrical activity of all muscle fibers following an 
electrical stimulus (S). The H-reflex (H) is produced 
by the activation of Ia afferents.

$QRWKHU� H[DPSOH� LV� WKH�+�UHÀH[��ZKLFK� LV� HYRNHG�
by delivering a low-intensity electrical stimulus to the 
peripheral motor nerve in an effort to activate only the 
SULPDU\�PXVFOH� VSLQGOH� DIIHUHQWV�� 7KH� RUWKRGURPLF�
(normal axon direction) AP from these Ia afferents 
synapses on $-motoneurons, resulting in motoneuron 
GLVFKDUJH��7KH�UHVXOWDQW�VLJQDO�LV�VLPLODU�LQ�DSSHDUDQFH�
to the M-wave, although smaller in magnitude, because 
it is rare for all of the motoneurons to be activated by 
WKLV�WHFKQLTXH��7KH�DPSOLWXGH�RI�WKH�+�UHÀH[�FDQ�DOVR�
be described using p-p amplitude.

Average Rectified Amplitude
7KH�QRUPDO�(0*��DOVR�FDOOHG�WKH�interference pattern) 
is an alternating current (AC) signal, varying in both 
WKH� SRVLWLYH� DQG� QHJDWLYH� YROWDJH� GLUHFWLRQV��8QOHVV�
there is some voltage offset in the signal acquisition 
DQG�DPSOL¿FDWLRQ�V\VWHP��WKH�PHDQ�RI�WKH�VLJQDO�LV�]HUR��
Consequently, the mean value is not a valid indicator of 
EMG amplitude.
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7R� FRPSXWH� D� UHSUHVHQWDWLYH� DYHUDJHG� DPSOLWXGH�
PHDVXUH�RYHU�D�SHULRG�RI�WLPH��WKH�VLJQDO�PXVW�¿UVW�EH�
UHFWL¿HG��5HFWL¿FDWLRQ�LQYROYHV�FRQYHUWLQJ�WKH�QHJDWLYH�
voltages to positive values (i.e., absolute values). After 
this is done, the average of the values is a nonzero ampli-
tude measure termed the DYHUDJH� UHFWL¿HG�DPSOLWXGH 
�¿JXUH����b).

Root Mean Square Amplitude
2QH�DOWHUQDWLYH�WKDW�GRHV�QRW�UHTXLUH�UHFWL¿FDWLRQ�LV�WR�
compute the RMS amplitude as follows:

 RMS EMG t( )�� �� =
1
T

EMG2 t( )dt
t

t+T

�
�

�
�

�

�
�

1/2

 �����

where EMG is the value of the EMG signal at each 
moment of time (t), and T represents the duration of the 
analyzed signal. Because RMS amplitude incorporates 
the squared values of the original EMG signal, it does 
QRW�UHTXLUH�IXOO�ZDYH�UHFWL¿FDWLRQ�

Linear Envelope
Because the EMG is a time-varying signal with a zero 
mean, the value of the signal at any instant is not an indi-
cator of the overall magnitude of EMG activity. However, 
an estimate of the “volume” of activity can be obtained 
using a variable called the linear envelope, which is com-
SXWHG�E\�SDVVLQJ�D�ORZ�SDVV�¿OWHU�WKURXJK�WKH�IXOO�ZDYH�
UHFWL¿HG�VLJQDO��¿JXUH����c���7KH�OLQHDU�HQYHORSH��WKHQ��LV�D�
W\SH�RI�PRYLQJ�DYHUDJH�LQGLFDWRU�RI�(0*�PDJQLWXGH��7KH�
exact selection of a frequency to be used for the cutoff is 
somewhat arbitrary, and the appropriate cutoff frequency 
GHSHQGV�RQ�WKH�DSSOLFDWLRQ��&XWRII�IUHTXHQFLHV�RI���WR�
���+]�KDYH�EHHQ�VXJJHVWHG��6KRUWHU�GXUDWLRQ�DFWLYLWLHV�
EHQH¿W� E\� D� KLJKHU� FXWRII� IUHTXHQF\�� EXW� JHQHUDOO\� D�
IUHTXHQF\�RI����+]�JLYHV�VDWLVIDFWRU\�UHVXOWV��KRZHYHU��
the resolution of the high-frequency characteristics of the 
signal is attenuated. Consequently, the resolution avail-
able in computing onsets and offsets is reduced when the 
linear envelope is used for this purpose.

E5144/Robertson/Fig8.7/414979,415165-167/alw/r1-pulled 
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 ŸFigure 8.7 (a) Raw EMG. (b) Average rectified signal. (c) Linear envelope. (d) Integrated EMG.
Reprinted from Archives of Physical Medicine and Rehabilitation,�9RO������*�)��+DUULV�DQG�-�-��:HUWVFK��³3URFHGXUHV�IRU�JDLW�DQDO\VLV�´�SJV������
�����FRS\ULJKW�������ZLWK�SHUPLVVLRQ�IURP�7KH�$PHULFDQ�&RQJUHVV�RI�5HKDELOLWDWLRQ�0HGLFLQH�DQG�WKH�$PHULFDQ�$FDGHP\�RI�3K\VLFDO�0HGLFLQH�
and Rehabilitation.
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Integrated Electromyography
An integrator is an electronic device (or computer algo-
rithm) that sums and totals activity over a period of time 
so that the total accumulated activity can be computed 
IRU�D�FKRVHQ�WLPH�SHULRG��LOOXVWUDWHG�LQ�¿JXUH����d). If 
the device is not reset, the totals continue to accumu-
late. Consequently, at a preset time, the output of the 
integrator is reset to zero and integration begins again. 
7KH�WHUP�integrated EMG�KDV�D�VWULFW�GH¿QLWLRQ�DQG�LV�
IUHTXHQWO\�PLVXVHG�DQG�PLVWDNHQ�IRU�DYHUDJH�UHFWL¿HG�
EMG amplitude or RMS amplitude.

Electromyographic Frequency 
Characteristics
After amplitude analysis, the next most common analyti-
cal method involves characterizing the frequency char-
DFWHULVWLFV�RI�WKH�(0*�VLJQDO��7KLV�FDQ�EH�DFFRPSOLVKHG�
E\�GH¿QLQJ�VR�FDOOHG�WXUQLQJ�SRLQWV�DQG�]HUR�FURVVLQJV�
or identifying the median or mean frequency, as well as 
by other techniques that are discussed later.

Turning Points and Zero Crossings
One of the simplest ways to describe the frequency 
characteristics of the EMG signal is by counting spike 
peaks. Each time the signal changes direction, a new 
WXUQLQJ�SRLQW�LV�FUHDWHG��7KH�QXPEHU�RI�WXUQLQJ�SRLQWV�
in peaks per unit time in the EMG is one estimate of the 
frequency content of the signal. Similarly, the number of 
times the signal crosses the zero baseline can be counted. 
7KH�QXPEHU�RI�]HUR�FURVVLQJV�LV�DOVR�D�YDOLG�HVWLPDWH�RI�
IUHTXHQF\�FRQWHQW��7XUQLQJ�SRLQWV� DQG�]HUR�FURVVLQJV�
are frequently used clinically to describe potential neu-
URPXVFXODU�SDWKRORJLHV��+D\ZDUG�������5RQDJHU�HW�DO��
�������0RUHRYHU��WKH�QXPEHU�RI�]HUR�FURVVLQJV�LV�ZHOO�
correlated with other frequency variables, like those 
REWDLQHG�IURP�VSHFWUDO�DQDO\VLV��,QEDU�HW�DO��������

Mean and Median Frequency
Spectral analysis techniques are often used to describe 
the EMG frequency characteristics. In general, the 
surface-recorded EMG frequency spectrum is positively 
VNHZHG��ZLWK� D�PHDQ�YDOXH�RI� DSSUR[LPDWHO\� ����+]�
DQG�D�PHGLDQ�YDOXH�RI�DERXW�����+]��¿JXUH�������7KHVH�
frequency variables are often indicative of changes 
RFFXUULQJ� LQ�PXVFOH�¿EHU� FRQGXFWLRQ� FKDUDFWHULVWLFV��
and thus they may be better interpreted as markers of 
peripheral muscular changes than as markers of neural 
or central drive.

A word of caution: EMG frequency characteristics 
are misinterpreted and overinterpreted all too often. 
For example:

 Ŷ An increase in frequency does not necessarily indi-
cate that more fast-twitch motor units are active. It may 
LQGLFDWH�D�KLJKHU�¿ULQJ�UDWH�IRU�VORZ�WZLWFK�PRWRU�XQLWV��
DFWLYDWLRQ�RI�PXVFOH�¿EHUV�ZLWK�KLJKHU�FRQGXFWLRQ�YHORFL-
ties, decreased motor unit synchronization, additional 
activation of synergist muscles, or other possibilities.

 Ŷ Similarly, a decrease in frequency does not neces-
sarily indicate an increase in motor unit synchroniza-
tion. It could indicate a decrease in the total number of 
DFWLYH�PRWRU�XQLWV��D�GHFUHDVH�LQ�PRWRU�XQLW�¿ULQJ�UDWH��
a slowing of conduction velocity, or a change in the 
intramuscular milieu.

 Ŷ 7KH� DQDO\VLV� RI�(0*�VSHFWUDO� IUHTXHQF\� FKDUDF-
teristics during dynamic contractions is particularly 
GLI¿FXOW��7R� FRPSXWH� VSHFWUDO� IUHTXHQF\� FRQWHQW��ZH�
DVVXPH� WKDW� WKH� VLJQDO� LV� VWDWLRQDU\²WKDW� LV�� WKDW� WKH�
frequency content does not change over the analysis 
LQWHUYDO��'XULQJ�LVRPHWULF�FRQWUDFWLRQV��WKH�VWDWLRQDULW\�
assumption is reasonably well met, particularly for short 
time intervals. However, the EMG signal obtained during 
dynamic contractions generally violates the stationarity 
DVVXPSWLRQ��7KH�H[WHQW�WR�ZKLFK�WKH�VWDWLRQDULW\�RI�WKH�
signal is violated depends on the task. In rapid cycling, 
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for example, there might be considerable violation of the 
stationarity assumption. One solution is to consider the 
analysis of short epochs, during which the signal would 
be quasi-stationary or wide-sense stationary (Hannaford 
DQG�/HKPDQ��������2WKHU�VROXWLRQV�LQYROYH�DOWHUQDWLYH�
algorithms, such as the Choi-Williams distribution 
�.QDÀLW]�DQG�%RQDWR�������DQG�ZDYHOHW�DQDO\VLV��.DUOV-
VRQ�HW�DO���������&RQVHTXHQWO\��DQDO\]LQJ�DQG�LQWHUSUHW-
ing the frequency characteristics of the EMG signal 
during dynamic activity requires particular caution.

Other Electromyographic 
Analysis Techniques
Amplitude and frequency analyses are the most common 
ways of interpreting the EMG signal, but many other 
techniques are also used. If only the start and end of 
muscle activity are needed, onset-offset analysis is suit-
DEOH��7KLV�PHWKRG�SOXV�VHYHUDO�RWKHUV��LQFOXGLQJ�WKH�XVH�
of polar and phase plots, is presented next.

Onset-Offset Analysis
Frequently, electromyographers are interested in deter-
mining when muscle electrical activity begins and 
terminates. One criterion for determining onsets and 
offsets is to ensure that the high-frequency components 
RI�WKH�VLJQDO�KDYH�QRW�EHHQ�¿OWHUHG�RU�RWKHUZLVH�DWWHQX-
ated to any appreciable extent. Filtering can delay the 
LGHQWL¿FDWLRQ� RI� WKH� RQVHW� DQG� RIIVHW� WLPHV��ZLWK� WKH�
delay varying depending on the high-frequency content 
DW�WKH�WLPH�RI�DQDO\VLV��¿JXUH�������0DQ\�RI�WKH�DOJR-
rithms that have been suggested for determining when 
the signal begins and ends are subjective and produce 
¿JXUHV� WKDW� UHTXLUH� WKH� UHDGHU¶V� LQWHUSUHWDWLRQ��2WKHU�
methods are more objective, using a threshold EMG 
activity or a change in the rate of EMG activation (for 
D�UHYLHZ��VHH�+RGJHV�DQG�%XL��������/L�DQG�&DOGZHOO�
�������LQWURGXFHG�D�QRYHO�SURFHGXUH�WR�LGHQWLI\�RQVHWV�
and offsets with respect to kinematic events by using 
cross-correlation analysis.
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 ŸFigure 8.9 Low-pass filtering can have a considerable impact on the identification of EMG onset time. (a) 
Full-wave rectified raw EMG. Note that the onset identification becomes increasingly inaccurate as the signal is 
increasingly smoothed using low-pass filters from 500 Hz (b) to 50 Hz (c) and finally to 10 Hz (d).
Reprinted from Electroencephalography and Clinical Neurophysiology�9RO�������3�:��+RGJHV�DQG�%�+��%XL��³$�FRPSDULVRQ�RI�FRPSXWHU�EDVHG�
PHWKRGV�IRU�WKH�GHWHUPLQDWLRQ�RI�RQVHW�RI�PXVFOH�FRQWUDFWLRQ�XVLQJ�HOHFWURP\RJUDSK\�´����������FRS\ULJKW�������ZLWK�SHUPLVVLRQ�RI�(OVHYLHU�
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Polar Plots and Phase-Plane 
Diagrams
At times, it is desirable to illustrate EMG changes with 
respect to a performance measure, such as changes 
in muscular force or joint displacement. Phase-plane 
GLDJUDPV� �¿JXUH� ������ DWWHPSW� WR� OLQN� WKH� NLQHPDWLF�
characteristics of a movement with the resultant EMG 
activity of both agonist and antagonist muscles (Carrière 
DQG�%HXWHU��������3RODU�SORWV�DUH�DQRWKHU�DOWHUQDWLYH��)RU�
H[DPSOH��'HZDOG�DQG�FROOHDJXHV��������DVNHG�KHDOWK\�
and hemiparetic subjects to perform an isometric task 
WKDW�UHTXLUHG�FRPELQDWLRQV�RI�HOERZ�ÀH[LRQ�H[WHQVLRQ��
shoulder abduction-adduction, and forearm pronation-
VXSLQDWLRQ��7KHLU�SRODU�SORWV�LOOXVWUDWHG�WKDW�PRUH�(0*�
activity occurred in the contralateral than in the impaired 
side in the patients. Many other examples illustrate the 
use of polar plots for EMG analysis (Buchanan et al. 
������������&KHQ�HW�DO��������

Other Analysis Techniques
Many other analysis techniques have been used to 
describe and interpret the EMG signal, including wavelet 
DQDO\VLV� �.DUOVVRQ�HW�DO���������DXWRUHJUHVVLYH�PRGHOV�
�6KHULI� HW� DO�� ������� DQDO\VLV� RI� FHSVWUDO� FRHI¿FLHQWV�
�.DQJ�HW�DO���������QHXUDO�QHWZRUN�FODVVL¿FDWLRQ��/LX�HW�
DO���������SHULRG�DPSOLWXGH�DQDO\VLV� �%HWWV�DQG�6PLWK�
������� UHFXUUHQFH�TXDQWL¿FDWLRQ�DQDO\VLV� �)LOOLJRL� DQG�
)HOLFL��������DQG�IUDFWDO�DQDO\VLV��*LWWHU�DQG�&]HUQLHFNL�
�������7KHVH�WHFKQLTXHV�DQG�PDQ\�RWKHUV�EHLQJ�GHYHO-

oped have merit and should be considered with regard to 
WKH�DQDO\WLFDO�UHTXLUHPHQWV�RI�WKH�VSHFL¿F�DSSOLFDWLRQ�

Normalization of the 
Electromyographic Signal
EMG data from different subjects, muscles, and days can 
be compared. In light of the characteristics that deter-
mine EMG magnitude, discussed earlier, it is likely that 
both technical and physiological factors will contribute 
to variations in EMG magnitude among these conditions. 
Investigators interested in changes in the EMG signal 
over the course of some treatment condition should nor-
malize the signal and report changes in the normalized 
(0*�VLJQDO�� RWKHUZLVH�� LQDSSURSULDWH� LQWHUSUHWDWLRQV�
FDQ�UHVXOW��/HKPDQ�DQG�0F*LOO�������

Many normalization techniques are available. Most 
frequently, subjects are asked to perform a maximal 
isometric contraction, and the magnitude of the EMG 
signal of interest is normalized to the value obtained 
during this maximal contraction (e.g., Mathiassen et al. 
�������$QRWKHU�DSSURDFK�LV�WR�XVH�WKH�PD[LPDO�0�ZDYH�
DPSOLWXGH�� 7KH�PXVFOH� LV� HOHFWULFDOO\� VWLPXODWHG� WR�
produce the largest response (the maximal M-wave), 
and the p-p or area of the M-wave is used to normalize 
the EMG data.

7KH�WHFKQLTXH�RI�XVLQJ�(0*�DPSOLWXGH�IURP�PD[L-
mal isometric contractions for normalization may be 
less than ideal when the investigation requires dynamic 
contractions. Indeed, errors in interpretation can result 
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 ŸFigure 8.10 Phase plots provide an opportunity to link the kinematic and electromyographic characteristics 
of a movement.
Reprinted from Human Movement Science,�9RO�����/��&DUULHUH�DQG�$��%HXWHU��³3KDVH�SODQH�DQDO\VLV�RI�ELDUWLFXODU�PXVFOHV�LQ�VWHSSLQJ�´�SJV��
�������FRS\ULJKW�������ZLWK�SHUPLVVLRQ�RI�(OVHYLHU�
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from normalizing to maximal isometric contractions 
�0LUND��������2QH�DOWHUQDWLYH�IRU�G\QDPLF�FRQWUDFWLRQV�
is to use the maximal EMG activity during some refer-
ence part of the contraction. In gait, for example, the 
cycle can be partitioned into a number of logical epochs 
WKDW�FRUUHVSRQG�WR�SKDVHV�RI�WKH�JDLW�F\FOH��7KH�PD[LPDO�
(0*�DPSOLWXGH��WKHQ��LV�UHSUHVHQWHG�DV�������DQG�WKH�
EMG amplitudes in other portions of the gait cycle are 
normalized to this maximal value.

Normalization of the EMG signal is not always 
required. In a simple investigation designed to assess 
EMG activity in one muscle group over several days, 
reporting the absolute value of the EMG magnitude is 
acceptable. Many studies have demonstrated that abso-
lute value reporting is valid and reliable (Finucane et al. 
������*ROOKRIHU�HW�DO��������DQG�FDQ�EH�PRUH�PHDQLQJ-
ful than a relative score derived using normalization 
methods. EMG amplitude measurements obtained from 
submaximal isometric contractions appear to be more 
reliable than those from maximal contractions (Yang 
DQG�:LQWHU� ������� VXJJHVWLQJ� WKDW� UHVHDUFKHUV� VKRXOG�
also consider the EMG amplitude from submaximal 
contractions when performing normalization.

APPLICATIONS FOR 
ELECTROMYOGRAPHIC 
TECHNIQUES
As discussed in the previous section, the nature of the 
research question determines the selection of electrodes, 
DPSOL¿HUV��DQG�¿OWHUV��WKH�$�'�GDWD�DFTXLVLWLRQ�UHTXLUH-

PHQWV��DQG�WKH�VXEVHTXHQW�DQDO\VLV�SURFHGXUHV��,Q�WKLV�
section, several research areas requiring the use of EMG 
analysis are cited as examples of the kinds of procedures 
that might be conducted using EMG.

Muscle Force versus EMG 
Amplitude Relationships
Electromyography can be used to determine the extent 
of muscular force based on the amplitude of the EMG 
signal. When a person throws a ball, for example, what 
external forces are produced, and what forces are placed 
on the muscles involved? In controlling prosthetic limbs, 
how much electrical activation should be used to achieve 
the desired level of force? Such research questions 
require knowledge of the relationship between EMG 
amplitude and muscular force.

8QGHU�LVRPHWULF�FRQGLWLRQV��WKH�(0*±PXVFXODU�IRUFH�
relationship is frequently linear: Incremental changes in 
muscular force are produced by linearly related incre-
mental changes in EMG amplitude (Bouisset and Maton 
������-DFREV�DQG�YDQ�,QJHQ�6FKHQDX�������0LOQHU�%URZQ�
HW� DO�� ������� 7KHVH� LQFUHDVHV� LQ�(0*�DPSOLWXGH� DUH�
presumably produced by a combination of motor unit 
UHFUXLWPHQW�DQG�LQFUHDVHV�LQ�PRWRU�XQLW�¿ULQJ�UDWH��+RZ-
ever, there are many exceptions to this linear EMG-force 
relationship. For example, a curvilinear relationship is 
IUHTXHQWO\�REVHUYHG��¿JXUH��������6PDOO�LQFUHPHQWV�LQ�
force at the low- and high-force end of the scale may 
be accompanied by large increases in EMG amplitude 
�&ODPDQQ�DQG�%URHFNHU��������%HFDXVH�WKH�(0*�IRUFH�
relationship can be affected by the techniques used to 
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 ŸFigure 8.11 A linear relationship between EMG amplitude and external muscular force is often observed 
(black line). However, there are many exceptions in which there is a curvilinear relationship (green line) between 
the two variables.
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SURFHVV�WKH�(0*�VLJQDO��6LHJOHU�HW�DO���������LW�LV�LPSRU-
tant to report the details of the technique used to acquire 
and process the EMG activity.

Our knowledge of the EMG-force relationship is 
built predominantly on experiments using isometric 
contractions. When one produces a rapid elbow exten-
sion movement, for example, EMG amplitude during 
WKH�¿UVW�����PV�RI�WKH�PRYHPHQW�LV�OLQHDUO\�UHODWHG�WR�
kinematic features such as peak velocity and acceleration 
�$RNL�HW�DO���������+RZHYHU��LQ�F\FOLQJ��WKH�(0*�IRUFH�
UHODWLRQVKLS�PD\�EH� OLQHDU� LQ� RQH� SODQWDU�ÀH[RU²WKH�
VROHXV²DQG�QRQOLQHDU�LQ�DQRWKHU��VXFK�DV�WKH�JDVWURF-
QHPLXV��'XFKDWHDX�HW�DO��������

'XULQJ�UHSHDWHG�FRQWUDFWLRQV� LQYROYLQJ�FKDQJHV� LQ�
muscle temperature or fatigue, the EMG-force relation-
VKLS�FDQ�EH�DOWHUHG��'RZOLQJ��������7KHVH�REVHUYDWLRQV�
make the assessment of the EMG-force relationship 
a viable research tool for assessing both central and 
peripheral contributions to muscular force. For example, 
the EMG-force relationship can be affected by conditions 
VXFK�DV�KHPLSDUHVLV��7DQJ�DQG�5\PHU�������

7KH�UHODWLRQVKLS�EHWZHHQ�PXVFXODU�IRUFH�DQG�(0*�
IUHTXHQF\� FKDUDFWHULVWLFV� LV� XVXDOO\� QRQOLQHDU� �¿JXUH�
�������,Q�JHQHUDO��WKH�PHDQ�DQG�PHGLDQ�SRZHU�IUHTXHQF\�
increase rapidly with increases in muscular force to about 
����WR�����RI�PD[LPDO�YROXQWDU\�FRQWUDFWLRQ��+DJEHUJ�
DQG�(ULFVRQ�������

7KXV��DQDO\VLV�RI�WKH�(0*�IRUFH�UHODWLRQVKLS�UHTXLUHV�
an assessment of the neuromuscular and movement 
features. Issues to be considered include the type of 
muscle contraction (isometric vs. dynamic), the size of 
the muscles involved, the potential role of various ago-
nists and antagonists, and the extent to which the EMG 
recording is representative of muscle electrical activa-
tion. Note that the vast majority of the extant literature 
has considered only the relationship between EMG 
activity and external force production. Although there 
have been many investigations of in situ forces in both 

KXPDQ�DQG�DQLPDO�PRGHOV��*UHJRU�HW�DO��������*UHJRU�
DQG�$EHOHZ�������/DQGMHULW�HW�DO���������ZH�ODFN�D�IXOO�
understanding of the relationship between these internal 
forces and muscle electrical activation.

Gait
Human gait is a frequent subject for EMG investiga-
WLRQ��7KH�RUGHU�RI�DFWLYDWLRQ�DQG�WKH�UHODWLYH�PDJQLWXGH�
of EMG activity are frequently of interest. However, 
accurate determination of activation order may require 
an appropriate algorithm and analysis technique for onset 
analysis. In such a case, the raw EMG signal may be 
useful in determining EMG onset times. EMG amplitude 
analysis using the linear envelope may require one of the 
normalization techniques. One advantage of studying 
gait is that it is repetitive and cyclical, lending itself to 
analysis over a number of different gait cycles.

Sprinting
7KH�DVVHVVPHQW�RI�JOREDO�(0*�DFWLYLW\�LV�PRUH�FKDO-
lenging during sprinting than during walking. One 
problem is that a high-velocity cyclical activity like 
running can produce considerable artifact by skin and 
HOHFWURGH�PRYHPHQW�� 7KLV� LV� SDUWLFXODUO\� HYLGHQW� DW�
heel-strike or during gait cycle phases when the skin is 
considerably stretched. However, reliable EMG results 
can be obtained at the highest running velocities when 
some care is used in the recording procedure. Wireless 
telemetry instrumentation is considerably more useful 
for overground (as opposed to treadmill) sprinting situ-
DWLRQV��0HUR�DQG�.RPL��������&\FOLFDO�(0*�DFWLYLW\�
with sharp onset and offset times representing distinct 
periods of activation and inhibition or inactivation is 
quite apparent in the signals obtained from trained 
VSULQWHUV��-|QKDJHQ�HW�DO��������0HUR�DQG�.RPL��������
As in other situations, however, EMG signals obtained 
during sprinting can be prone to crosstalk, and so the 
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 ŸFigure 8.12 The relationship between EMG mean power frequency and muscular force.
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recommended procedures need to be used to ensure that 
crosstalk is not a problem.

Both surface and indwelling electrodes can be used to 
record activity from lower-limb muscles during sprint-
LQJ��&KDSPDQ�HW�DO��������2¶&RQQRU�	�+DPLOO��������
7KH� FKRLFH� RI� LQGZHOOLQJ� �W\SLFDOO\�¿QH�ZLUH�� YHUVXV�
surface electrodes is particularly important when we 
are recording from some of the small or deep muscles, 
like iliacus, psoas, and tibialis posterior (Andersson et 
DO��������5HEHU�HW�DO���������VLQFH�VXUIDFH�(0*�UHFRUGHG�
signals here would likely be contaminated by the activity 
of other neighboring muscles. Also, it is recommended 
that indwelling electrodes be considered when accurate 
estimates of muscle onset-offset times are important, 
VLQFH�DFWLYDWLRQ�GXUDWLRQV�FDQ�EH�DV�PXFK�DV�����ORQJHU�
with surface electrodes than with indwelling wire elec-
WURGHV��%RJH\�HW�DO��������

Many gait researchers have chosen to position the 
electrodes according to readily available anatomical 
ODQGPDUNV��7KLV�HOHFWURGH�ORFDWLRQ�SURFHGXUH�LV�XVHIXO�
in clinical situations and is probably acceptable to 
answer the vast majority of research questions involv-
LQJ�VSULQWLQJ��6SHFL¿F�UHFRPPHQGDWLRQV�FDQ�EH�IRXQG�
in several sources and have recently been revised by the 
European-sponsored Surface Electromyography for the 
Non-Invasive Assessment of Muscles (SENIAM) project. 
7KLV�JURXS¶V�UHFRPPHQGHG�HOHFWURGH�SRVLWLRQLQJ�ORFD-
tions can be viewed online at www.seniam.org.

However, EMG signals obtained from bipolar elec-
trodes placed at different portions of the same muscle 
FDQ�GLIIHU�PDUNHGO\��6DFFR�HW�DO���������,I�WKH�HOHFWURGHV�
are placed along the innervation zone or tendon zones, 
considerable variability can be observed because of 
GHFUHDVHG�UHOLDELOLW\��0HUOHWWL�HW�DO���������7KLV�LV�PRVW�
serious if EMG electrodes are applied on multiple days 
and the electrode site varies from day to day. Accurate 
comparisons between subject groups could also depend 
on the quality of electrode placement. Although it may 
be a bit time-consuming, the most accurate and reliable 
EMG signals can be obtained by attending to electrode 
positioning, avoiding innervation zones and tendon 
]RQHV�� 7KLV� FDQ� EH� DFKLHYHG� E\� XVLQJ� D� VWLPXODWLRQ�
procedure to assess the innervation zone (Sacco et al. 
������6DLWRX�HW�DO��������:DOWKDUG�DQG�7FKLFDORII�������

A research question of interest concerning injuries 
in running involves the magnitude of hamstrings EMG 
activity during the eccentric phase of sprinting. One 
suggestion is that this EMG activity may be responsible 
IRU�WKH�KLJK�IUHTXHQF\�RI�KDPVWULQJV�VWUDLQ�LQMXULHV��7KH�
data do seem to support the idea that the EMG activation 
observed during muscle lengthening may contribute to 
these injuries, but one technical factor that can confound 
this issue concerns the analysis technique used for the 
(0*�GDWD��7KH�WLPLQJ�RI�KDPVWULQJV�DFWLYDWLRQ�DQG�WKH�

duration of activity during the gait cycle are quite impor-
tant in determining injury risk, and these characteristics 
are best observed in raw EMG recordings rather than 
DYHUDJHG�RU�¿OWHUHG�(0*�VLJQDOV��VHH�-|QKDJHQ�HW�DO��
������0HUR�DQG�.RPL�HW�DO��������

Developmental Gait Issues
7KH�VWXG\�RI�JDLW�GHYHORSPHQW�XVLQJ�(0*�DIIRUGV�WKH�
opportunity to examine some interesting conceptual 
issues involving motor control, biomechanics, and 
human development. However, when we record EMG 
signals from infants, children, or older adults, there are 
important technical issues to consider.

)LJXUH������VKRZV�WKH�W\SLFDO�SDWWHUQ�RI�PXVFOH�DFWLYD-
tion observed across development. In adults, it is quite 
evident that muscle activation occurs during distinct 
intervals, with little or no EMG activity during periods 
RI�LQDFWLYDWLRQ��7KH�ELFHSV�IHPRULV��IRU�H[DPSOH��EHJLQV�D�
brief period of activation just before heel-strike and again 
around heel-off. Similarly, the lateral gastrocnemius 
exhibits a brief period of low-amplitude muscle activity 
just after heel-strike with somewhat greater EMG activ-
ity toward the end of stance phase.

7KLV�DGXOW�SDWWHUQ�GLIIHUV�IURP�WKDW�VHHQ�LQ�LQIDQWV�
and children. Perhaps the most interesting observa-
tion can be made about the time infants begin to walk 
�¿JXUH��������,Q�WKLV�¿JXUH��ZH�FDQ�VHH�H[WHQGHG�SHULRGV�
of activation in most muscles with several examples of 
agonist-antagonist cocontraction.

Interpretation of these results requires attention 
to the issues that affect the electromyogram. From a 
technical viewpoint, there is relatively more subcutane-
RXV�IDW�LQ�LQIDQWV�WKDQ�LQ�DGXOWV��)UDQW]HOO�HW�DO��������
and, as discussed earlier, this has the potential to render 
WKH�(0*�VLJQDOV�PRUH�GLI¿FXOW� WR� UHFRUG�EHFDXVH�RI�
increased impedance between electrodes. However, 
2NDPRWR� DQG�2NDPRWR� �������ZHUH� DEOH� WR� UHGXFH�
the impedance between surface electrodes to less than 
��N" in infants, demonstrating that technical issues 
can be overcome in these subjects. Consequently, the 
observation of more frequent EMG activity in infants 
may indeed be a reliable observation. Subcutaneous 
IDW�DOVR�LQFUHDVHV�LQ�ROGHU�DGXOWV��,VKLGD�HW�DO���������
posing additional concerns for gait studies involving 
older individuals.

It is not unexpected to observe a coactivation type of 
(0*�SDWWHUQ�LQ�DGXOWV�LQ�RWKHU�VLWXDWLRQV��7KH�FKDOOHQJH�
of learning new motor tasks is frequently marked by the 
activation of many muscles, including some that may not 
be necessary to complete the task (Kamon and Gormley 
������9RUUR�DQG�+REDUW��������7KLV�³WXUQ�HYHU\WKLQJ�
on” pattern later changes to a more distinct pattern of 
muscle activation as the performer learns which muscles 
to activate, how long they should be activated, and 
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 ŸFigure 8.13 Developmental changes in the gait pattern. Considerable cocontraction of agonists and antago-
nists can be observed in the infant, whereas brief periods of well-defined EMG activity can be seen in the adult. 
Again, muscle cocontraction returns in some older adults as a stabilizing feature. TO = toe-off; FC = foot contact; 
HC = heel contact; SW = swing phase; ST = stance phase; TA = tibialis anterior; LG = lateral gastrocnemius; VM 
= vastus medialis; RF = rectus femoris; BF = biceps femoris; GM = gluteus maximus.
5HSULQWHG��E\�SHUPLVVLRQ��IURP�7��2NDPRWR�DQG�.��2NDPRWR��������Development of gait by electromyography: Application to gait analysis and 
evaluation��2VDND��-DSDQ�:DONLQJ�'HYHORSPHQW�*URXS��
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when they should be turned off. Not unexpectedly then, 
when infants begin to walk, they activate many muscles 
including some not required for the task of walking. As 
they become more skilled at what adults accept as an 
automatic activity, the nature of muscle activation, as 
YHUL¿HG�E\�WKH�(0*�DFWLYLW\��FKDQJHV�WR�D�PRUH�UH¿QHG�
SDWWHUQ��2NDPRWR�DQG�2NDPRWR�������

Gait Disorders
In the assessment of pathological gait, we may want to 
determine whether there are distinctive normal or abnor-
mal gait patterns. EMG analysis can be used to discern 
a subtle gait disorder, such as in the pattern analysis that 
6KLDYL�DQG�FROOHDJXHV��������XVHG�WR�GHVFULEH�VRPH�RI�WKH�
features accompanying anterior cruciate ligament injury. 
Other decision-making tools used by electromyographers 
to detect abnormal EMG patterns include neural network 
models, applied cluster analysis, and other EMG “expert 
V\VWHPV´��3DWWLFKLV�HW�DO��������

Foot drop is a common gait problem that lends itself 
WR�FOLQLFDO�(0*�DQDO\VLV��)DLOXUH�WR�VXI¿FLHQWO\�DFWLYDWH�
the tibialis anterior prior to heel-strike leads to this foot 
“slapping.” In such cases, surface EMG records reveal 
WKDW�WKHUH�LV�LQVXI¿FLHQW�RU�QR�(0*�DFWLYLW\�LQ�WKH�WLELDOLV�
DQWHULRU��.DPH\DPD�HW�DO���������7KXV��(0*�DQDO\VLV�
FDQ�EH�XVHG�WR�LGHQWLI\�RU�FRQ¿UP�WKH�RULJLQ�RI�DEQRUPDO�
gait behavior.

Electromyography in 
Ergonomics
Electromyography is one of the important tools in the 
ergonomics armamentarium. Ergonomists have used 
EMG to explore overuse injuries such as carpal tunnel 
syndrome and epicondylitis, as well as sudden acute 
injuries, most notably, injuries to the lower back. In 
WKLV�VHFWLRQ��ZH¶OO�H[SORUH�VRPH�RI�WKH�WHFKQLTXHV�DQG�
problems inherent in assessing workplace ergonomic 
issues using EMG.

EMG and Carpal Tunnel Injuries
Repetitive stress injuries have become a topic of increas-
ing concern for biomechanists, ergonomists, and other 
professionals in rehabilitation science. Injuries to the 
carpal tunnel have been traced to many types of light-
manufacturing tasks (soldering, hammering, assembly 
WDVNV��DQG�RWKHUV���7KH�XVH�RI�FRPSXWHU�NH\ERDUGV�DQG�
positioning devices (such as computer mice) can also 
place excessive pressure on the carpal tunnel in the 
wrist, and recognition of this problem has led to new 
designs and the need to identify individuals at risk for 
repetitive stress injuries. Carpal tunnel problems are 
RIWHQ�VHHQ�LQ�ZKHHOFKDLU�XVHUV�DQG�UHTXLUH�PRGL¿FDWLRQ�

of the wheelchair or changes in propulsive techniques 
�9HHJHU�HW�DO���������0DQXDO�ODERUHUV�H[SRVHG�WR�H[FHV-
sive upper-limb vibration or hammering frequently pres-
ent with symptoms of carpal tunnel syndrome (Brismar 
DQG�(NHQYDOO��������%LRPHFKDQLVWV�FDQ�XVH�PDQ\�(0*�
tools to identify tasks that threaten the integrity of the 
carpal tunnel.

Sensory and Motor Conduction Velocity  
When excessive pressure is placed on any mixed nerve, 
WKH�DELOLW\�RI�ERWK�VHQVRU\�DQG�PRWRU�QHUYH�¿EHUV�WR�FRQ-
duct APs may be threatened. Sensory and motor conduc-
tion velocities in the median nerve can be readily assessed 
YLD�QRQLQYDVLYH�(0*�WHFKQLTXHV��7R�PHDVXUH�VHQVRU\�
conduction velocity, low-intensity stimuli are applied to 
WKH�PHGLDQ�QHUYH�DW�WKH�ZULVW��DERXW���FP�SUR[LPDO�WR�WKH�
GLVWDO�ZULVW�FUHDVH��7KHVH�VTXDUH�ZDYH�VWLPXOL�DUH�XVHG�
to antidromically elicit APs in the sensory nerves inner-
vated by the median nerve. Ring electrodes placed around 
the second or third digit record these APs. Because the 
VLJQDOV�FDQ�EH�TXLWH�VPDOO��W\SLFDOO\�������#9���WKH�DYHU-
age response of multiple trials must be computed using a 
technique called spike-triggered averaging��¿JXUH��������
In this technique, multiple stimuli are delivered, and each 
response is averaged with all of the previous responses 
to obtain an averaged signal across many trials. Spike-
triggered averaging assumes that the noise present in each 
WULDO�LV�UDQGRP��7KHUHIRUH��RYHU�D�QXPEHU�RI�VWLPXOL��WKH�
noise averages to zero, enabling the low-amplitude signal 
to be studied with improved resolution. When the stimuli 
are applied, the time between stimulus onset and nerve 
AP (sensory nerve latency) is determined. As well, the 
distance between the stimulation site and the recording 
site is measured so that the nerve conduction velocity (in 
units of meters per second) can be computed. In addition 
to sensory nerve diseases, compression of the median 
nerve at the wrist can deleteriously affect motor nerve 
conduction velocity. Similar stimulation techniques can 
be used to activate the motor neurons in the mixed median 
nerve to identify the presence of a conduction delay.

If these stimuli fail to produce an AP, then a com-
plete conduction block exists between the stimulation 
and recording sites. Many researchers have published 
“normal” latency and conduction velocity values to help 
biomechanists discern the presence of peripheral nerve 
GLVRUGHUV�RU�GLVHDVH��VHH�'H/LVD�DQG�0DFNHQ]LH��������
7KHVH�FRQGXFWLRQ�PHDVXUHV�DUH�LPSRUWDQW�LQGLFDWRUV�RI�
injuries or disorders in electronic-assembly personnel 
�)HOGPDQ�HW�DO��������

Other Applications Surface EMG can be useful 
for optimizing the use of the wrist in tasks requiring 
manual manipulation. For example, in determining the 
appropriate stiffness for a computer keyboard, Gerard 
DQG�FROOHDJXHV��������REVHUYHG�WKDW�VXEMHFWLYH�FRPIRUW�
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was greatest for keyboards that had a key activation 
IRUFH�RI������1��(0*�WHFKQLTXHV�ZHUH�XVHG�WR�YHULI\�WKH�
subjective reports. Other studies comparing subjective 
reports to surface EMG activity have suggested that 
fewer upper-extremity disorders might be produced by 
using a centrally located trackball rather than a mouse 
positioned on either side of the keyboard (Harvey and 
3HSHU� ������� 3URFHGXUHV� IRU� FRXQWLQJ� WKH� QXPEHU� RI�
viable motor units in muscle have been used to determine 
the severity of carpal tunnel types of disorders (Cuturic 
DQG�3DOOL\DWK��������(0*�ELRIHHGEDFN�WHFKQLTXHV�FDQ�
be useful in rehabilitating individuals recovering from 
carpal tunnel syndrome and other occupational disorders 
�%DVPDMLDQ�������5H\QROGV��������6LPLODU�(0*�WHFK-
niques have been applied in the diagnosis and treatment 
RI�EDFN�SDLQ�GLVRUGHUV��$PEUR]�HW�DO��������,NHJDZD�HW�
DO��������/DULYLHUH�HW�DO��������

EMG and Low Back Pain
7KH�GLDJQRVLV�DQG�WUHDWPHQW�RI�ORZ�EDFN�SDLQ�DUH�LPSRU-
WDQW�LVVXHV��,Q�WKH�8QLWHG�6WDWHV��IRU�H[DPSOH��EDFN�SDLQ�
accounts for two-thirds of all workers compensation 
FRVWV�� 3HULSKHUDO�PXVFOH� SUREOHPV�PD\�EH� RQH� LVVXH��
atrophy of the multifidus is frequently observed in 
SDWLHQWV�ZLWK�ORZ�EDFN�SDLQ��+LGHV�HW�DO���������(0*�LV�
becoming an increasingly useful tool for the diagnosis 
and treatment of low back pain.

7KH� WUXQN�PXVFXODWXUH� SOD\V� DQ� LPSRUWDQW� UROH� LQ�
WDVNV�VXFK�DV�OLIWLQJ�DQG�WKURZLQJ��'XULQJ�WKHVH�NLQGV�RI�
tasks as well as in other activities that might threaten the 
postural control of the individual and perturb balance, 

the nervous system implements strategies to activate 
trunk muscles while performing voluntary movements 
involving remote muscle groups. However, the preva-
lence of back pain in the general population, and the need 
WR�LGHQWLI\�HUJRQRPLFDOO\�HI¿FLHQW�DQG�VDIH�ZD\V�WR�XVH�
back muscles, require that we understand the nature of 
activation in muscles controlling the trunk. Here, too, 
EMG is an important tool.

A number of issues render EMG recordings from the 
WUXQN�PXVFXODWXUH�GLI¿FXOW�WR�REWDLQ�DQG�LQWHUSUHW��)URP�
an anatomical viewpoint, the architecture of the back 
muscles is complex. For example, it is generally accepted 
WKDW�LQMXU\�RU�GLVRUGHU�RI�WKH�PXOWL¿GXV�IUHTXHQWO\�UHVXOWV�
LQ�EDFN�SDLQ��%RWK�PXOWL¿GXV�DQG�HUHFWRU�VSLQDH�KDYH�
GLVWLQFW� VXSHU¿FLDO� DQG�GHHS�SRUWLRQV� �%XVWDPL�������
0DFLQWRVK�HW�DO��������ZLWK�GLIIHUHQW�KLVWRFKHPLFDO�DQG�
ELRPHFKDQLFDO�FKDUDFWHULVWLFV��%RJGXN�HW�DO��������'LFN[�
HW�DO���������,Q�VRPH�UHVSHFWV��LW�LV�IRUWXQDWH�WKDW�PRVW�RI�
WKH�PXVFOH�PDVV�RI�WKH�PXOWL¿GXV�OLHV�LQ�WKH�PRUH�VXSHU¿-
cial portion, so that surface EMG has a greater possibility 
RI�FKDUDFWHUL]LQJ�WKH�¿EHUV�WKDW�SURGXFH�ODUJH�DPRXQWV�
RI� IRUFH��+RZHYHU�� WKH�PXOWL¿GXV� VXSHU¿FLDO� SRUWLRQ�
KDV�D�GLIIHUHQW�UROH�WKDQ�WKH�GHHSHU�¿EHUV��)LEHUV�LQ�WKH�
VXSHU¿FLDO�SRUWLRQ�FURVV�QXPHURXV�VSLQDO�VHJPHQWV�DQG�
are thus in a better position to produce back extension. 
+RZHYHU��WKH�GHHSHU�¿EHUV�DUH�UHODWLYHO\�VKRUW��FURVVLQJ�
perhaps one or two segments, and thus protect segments 
of the lumbar spine from inappropriate shear or torsion 
WRUTXHV��0DFLQWRVK�DQG�9DOHQFLD�������

In addition to issues concerning the activation of the 
back extensor muscles, a number of important questions 
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 ŸFigure 8.14 The spike-triggered averaging technique is used to obtain an electrophysiological representa-
tion of motor unit size.
Reprinted from Electroencephalography and Clinical Neurophysiology,�9RO������5�*��/HH�HW�DO���³$QDO\VLV�RI�PRWRU�FRQGXFWLRQ�YHORFLW\�LQ�WKH�
KXPDQ�PHGLDQ�QHUYH�E\�FRPSXWHU�VLPXODWLRQ�RI�FRPSRXQG�PXVFOH�DFWLRQ�SRWHQWLDOV�´�SJV�����������FRS\ULJKW�������ZLWK�SHUPLVVLRQ�RI�,QWHUQD-
tional Federation of Clinical Neurophysiology.



Electromyographic Kinesiology _�199

require resolution by EMG analysis in which consid-
erable electrocardiographic (ECG) artifact may be 
present. ECG artifact is particularly problematic during 
relatively low force contractions, exaggerating the ratio 
between the signal of interest and the interfering ECG 
signal. Recording EMG signals from abdominal, knee 
extensor, and other trunk muscles during normal human 
movements, for example, can result in the placement of 
electrodes well within recording range of the electrocar-
GLRJUDP��7KH�UHODWLYHO\�ODUJH�(&*�VLJQDO�FDQ�H[DJJHUDWH�
the amplitude of EMG activity, and the low-frequency 
characteristics of the ECG wave can also alter the fre-
quency characteristics of the recorded EMG activity.

)RU�H[DPSOH��WKH�DEVHQFH�RI�VXI¿FLHQW�WUXQN�DFWLYLW\�
can produce instability resulting in low back pain (van 
'LHsQ� HW� DO�� �������+RZHYHU�� WKH� DPSOLWXGH� RI�(0*�
activity required to ensure stability is small and thus can 
EH�DIIHFWHG�E\�WKH�(&*�VLJQDO��&KROHZLFNL�HW�DO���������
7KH�EHVW�VROXWLRQ�LV�WR�SODFH�WKH�HOHFWURGHV�LQ�D�ORFDWLRQ�
from which no or minimal ECG artifact can be recorded. 
+RZHYHU��WKLV�LV�IUHTXHQWO\�GLI¿FXOW�LI�QRW�LPSRVVLEOH��
Consequently, numerous algorithms have been suggested 
to remove the ECG artifact.

One frequently implemented technique to remove 
this artifact is to compute a template of the ECG signal 
DQG�VXEWUDFW�LW�IURP�WKH�HOHFWURP\RJUDP��7KLV�KDV�EHHQ�
proved to be a reasonably successful procedure and has 
been implemented in studies recording from the dia-
SKUDJP��%DUWROR�HW�DO��������DV�ZHOO�DV�UHFWXV�DEGRPLQLV�
�+RI��������+RI��������GHVFULEHG�D�WHFKQLTXH�LQ�ZKLFK�

the ECG signal is recorded simultaneously with the 
EMG signal of interest, and template subtraction is then 
LPSOHPHQWHG��¿JXUH�������

'LJLWDO�¿OWHULQJ�LV�DQRWKHU�XVHIXO�DOWHUQDWLYH�IRU�(&*�
DUWLIDFW�UHPRYDO��'UDNH�DQG�&DOODJKDQ��������XVHG�D�),5�
�¿QLWH�LPSXOVH�UHVSRQVH��¿OWHU�ZLWK�D�KDPPLQJ�ZLQGRZ��
DOWKRXJK� WKH\�FRQFOXGHG� WKDW� WKH�PRVW� HI¿FLHQW�¿OWHU-
ing result could be obtained using a somewhat simpler 
IRXUWK�RUGHU�����+]�KLJK�SDVV�FXWRII�%XWWHUZRUWK�¿OWHU��
7HPSODWH�VXEWUDFWLRQ�LPSURYHG�H[WUDFWLRQ�RI�WKH�(&*�
signal but required a large amount of time.

Alternative ECG removal techniques include the use 
RI�DGDSWLYH�¿OWHUV��/X�HW�DO��������0DUTXH�HW�DO���������
ZDYHOHW�LQGHSHQGHQW� FRPSRQHQW� DQDO\VLV� �7DHOPDQ� HW�
DO�� ������� DQG�ZDYHOHW�EDVHG�DGDSWLYH�¿OWHUV� �=KDQ�HW�
DO�� ������� ,UUHVSHFWLYH�RI� WKH� WHFKQLTXH�XVHG� IRU�(&*�
signal artifact removal, it is apparent that the resultant 
improvement in signal interpretation can be important. 
+X�DQG�FROOHDJXHV���������IRU�H[DPSOH��IRXQG�WKDW�WKH�
use of independent component analysis to remove artifact 
resulted in an improved ability to discriminate between 
patients with low back pain and normal subjects during 
both sitting and standing tasks.

Analysis of the EMG activity in back muscles has 
SURGXFHG�VRPH�LQWHUHVWLQJ�UHVXOWV��LQ�SDUW�UHÀHFWLQJ�WKH�
unique anatomical issues discussed here. As long ago 
DV� ������0RUULV� DQG� FROOHDJXHV� QRWHG� WKDW� ³WKH� WKUHH�
muscles of the erector spinae group considered here . . .  
do not always show parallel activity, and one may be 
DFWLYH�ZKLOH�WKH�RWKHU�WZR�DUH�LQDFWLYH´��S��������7KLV�PD\�
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 ŸFigure 8.15 ECG artifact frequently can be substantially reduced in the EMG signal by using a template 
subtraction technique. Line 1: 1 Hz high-pass filtering; Line 2: ECG signal; Line 3: EMG signal with ECG con-
tamination removed and 20 Hz high-pass filtering; Line 4: 20 Hz high-pass filtering only.
Reprinted from Journal of Electromyography and Kinesiology,�9RO������$�/��+RI��³$�VLPSOH�PHWKRG�WR�UHPRYH�(&*�DUWLIDFWV�IURP�WUXQN�PXVFOH�
(0*�VLJQDOV�´�SJV��H����H�����FRS\ULJKW�������ZLWK�SHUPLVVLRQ�RI�(OVHYLHU�
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suggest that the mere demonstration of greater or lesser 
EMG amplitude may not be indicative of abnormality 
in a particular muscle. Potentially more important than 
(0*�DPSOLWXGH�LV�WKH�WLPLQJ�RI�(0*�DFWLYLW\��'HHS�DQG�
VXSHU¿FLDO�SRUWLRQV�RI�WKH�PXOWL¿GXV�DUH�GLIIHUHQWLDOO\�
DFWLYH�GXULQJ�DUP�PRYHPHQWV��0RVHOH\�HW�DO���������2QH�
VXJJHVWLRQ�LV�WKDW�WKH�PDQQHU�LQ�ZKLFK�WKH�PXOWL¿GXV�LV�
differentially controlled in people with back pain com-
pared with those without may be the source of chronic 
EDFN�SDLQ��0DF'RQDOG�HW�DO��������

Similarly, the analysis of EMG frequency character-
istics in patients with back pain compared with control 
subjects has suggested that there may be differences 
between muscles and even differences within muscles. 
Patients with low back pain frequently exhibit altera-
tions in the electromyographic response to fatigue in 
WKH� EDFN� H[WHQVRU�PXVFOHV� �%LHGHUPDQQ� HW� DO�� �������
7KLV�LV�RQH�DUHD�LQ�ZKLFK�VSHFWUDO�DQDO\VLV�RI�WKH�(0*�
signals has been helpful. As in other muscles, median 
EMG frequency decreases in the trunk extensors with 
IDWLJXH��'HPRXOLQ�HW�DO���������,W�LV�LQWHUHVWLQJ�WR�QRWH�
WKDW�.UDPHU�DQG�FROOHDJXHV��������IRXQG�WKDW�WKH�PDJ-
nitude of median frequency decrease was greater in 
healthy subjects than in individuals with back pain. Sup-
port for importance of electrode placement is obtained 
IURP�WKH�REVHUYDWLRQV�RI�6XQJ�DQG�FROOHDJXHV���������
Normal subjects and patients with back pain underwent 
an isometric contraction protocol that induced fatigue 
of the back extensors. EMG frequency measurements 
made in both the thoracic and the lumbar portions of 
the erector spinae indicated that the thoracic portion 
KDG� D� VLJQL¿FDQWO\� ORZHU�PHGLDQ� IUHTXHQF\� WKDQ� WKH�
lumbar portion in patients with low back pain. However, 
median frequency was lower in the lumbar portion than 
LQ�WKH�WKRUDFLF�SRUWLRQ�LQ�FRQWURO�VXEMHFWV��7KXV��LQ�WKH�
analysis of trunk musculature that might be involved in 
the development of back pain, EMG studies using wire 
electrodes frequently may be required to record from 
different portions of the muscle.

Electrophysiological 
Assessment of Muscle 
Fatigue
Fatigue frequently accompanies short-term, high-
intensity motor activity. Even low-intensity activity 
can be fatiguing if conducted for prolonged intervals. 
&RQVHTXHQWO\��WKH�LGHQWL¿FDWLRQ�RI�IDWLJXH�LV�LPSRUWDQW�
in the workplace. Because fatigue can result from either 
peripheral (muscular) or central (neural) mechanisms, 
the exact site of the fatigue can be determined with 
EMG techniques. EMG analysis may be a useful tool in 
redesigning workplace techniques to minimize fatigue.

Electromyographic Activity During 
Prolonged Isometric Contractions
At the onset of maximal isometric contractions, all 
PRWRU�XQLWV�DUH�DFWLYH� WR� WKH�PD[LPDO�H[WHQW��'XULQJ�
a sustained maximal contraction, EMG amplitude 
decreases in parallel with the decline in muscular force. 
7KH�TXHVWLRQ�DULVHV�DV�WR�ZKDW�H[WHQW�WKLV�GHFOLQH�LV�D�
result of either peripheral or central mechanisms. One 
way of identifying the site of fatigue is to measure the 
response of muscle to electrical stimulation, thereby 
HOLPLQDWLQJ�WKH�LQÀXHQFH�RI�WKH�FHQWUDO�QHUYRXV�V\VWHP��
When a high-intensity electrical stimulus is applied to 
a mixed nerve, the motoneurons are orthodromically 
DFWLYDWHG�� UHVXOWLQJ� LQ�PXVFOH�¿EHU� FRQWUDFWLRQ��7KLV�
EMG response of muscle to electrical stimulation (the 
M-wave) is frequently used as a measure of maximal 
PXVFOH�HOHFWULFDO�DFWLYLW\��7KH�VL]H�RI�WKH�0�ZDYH�YDULHV�
ZLWK�WKH�PXVFOH�VL]H��WKH�QXPEHU�RI�PXVFOH�¿EHUV��DQG�D�
number of other characteristics.

With prolonged muscle activation, the amplitude 
of the M-wave usually declines, particularly during 
long-duration, low-intensity contractions. In some 
PXVFOH� ¿EHUV�� WKH�$3�PD\� FHDVH� WR� SURSDJDWH� DORQJ�
WKH� IXOO� OHQJWK�RI� WKH�¿EHU��ZKLFK�ZRXOG� H[SODLQ�SDUW�
of the M-wave decline during fatigue (Bellemare and 
*DU]DQLWL�������

'XULQJ� VXEPD[LPDO� LVRPHWULF� FRQWUDFWLRQV��(0*�
DPSOLWXGH� LQLWLDOO\� LQFUHDVHV� �VHH�.URJK�/XQG��������
likely because of the increase in the number of motor 
units needed to sustain the contraction as contractile 
IDLOXUH�HQVXHV��$OVR��WKH�¿ULQJ�UDWH�RI�QHZO\�UHFUXLWHG�
PRWRU�XQLWV�LQFUHDVHV��0DWRQ�DQG�*DPHW��������7KXV��
it appears that the central nervous system can adapt to 
changing conditions, as evidenced by the recruitment 
RI�QHZ�PRWRU�XQLWV�DQG�LQFUHDVHG�PRWRU�XQLW�¿ULQJ�UDWH�

Changes in the frequency characteristics of the EMG 
signal during fatigue are considerably more complicated. 
7KH�PHGLDQ�IUHTXHQF\�RI�DERXW�����+]�GHFOLQHV�GXULQJ�D�
fatiguing exercise task, as does the number of zero cross-
LQJV� �+lJJ�������� LQGLFDWLQJ� D� JUHDWHU� SUHGRPLQDQFH�
RI�ORZHU�IUHTXHQF\�DFWLYLW\��7KHUH�DUH�PDQ\�VRXUFHV�RI�
this frequency decline, which demonstrates why surface 
(0*�GDWD�DORQH�PD\�QRW�EH�VXI¿FLHQW� WR� LGHQWLI\� WKH�
mechanism underlying the fatigue phenomenon.

First, muscle fiber conduction velocity declines 
during fatiguing muscular contractions (Eberstein and 
%HDWWLH��������7KH�GHFOLQH�LQ�PXVFOH�¿EHU�FRQGXFWLRQ�
velocity results from a number of metabolic factors, 
including intramuscular pH and changes in Na+� �-XHO�
�������+RZHYHU��PDQ\�FKDQJHV� LQ�QHXUDO� FRQWURO� DOVR�
RFFXU�ZLWK� IDWLJXH�� DQG� WKHVH� FDQQRW� EH� LGHQWL¿HG�RQ�
the basis of the surface EMG alone. Although the 
PRWRU�XQLW�¿ULQJ�UDWH�GHFUHDVHV�ZLWK�SURORQJHG�PXVFOH�
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FRQWUDFWLRQV� �%LJODQG�5LWFKLH�HW� DO���������ERWK� VLPX-
lation and experimental studies have concluded that 
FKDQJHV�LQ�¿ULQJ�UDWH�H[HUW�OLWWOH�LQÀXHQFH�RQ�WKH�(0*�
SRZHU�VSHFWUXP��+HUPHQV�HW�DO��������3DQ�HW�DO��������
6RORPRQRZ��%DWHQ�HW�DO���������6RPH�UHVHDUFKHUV�KDYH�
suggested that motor units may be activated in bursts 
in a pattern called synchronization, which could have 
some advantages. For example, the relationship between 
PRWRU�XQLW�¿ULQJ�UDWH�DQG�PXVFXODU�IRUFH�LV�QRQOLQHDU��
and a few brief bursts could result in large increases 
LQ�PXVFXODU�IRUFH��&ODPDQQ�DQG�6FKHOKRUQ��������,W�LV�
possible that synchronization would decrease the EMG 
power spectrum toward lower frequencies. However, 
WKHUH�LV�LQVXI¿FLHQW�HYLGHQFH�WKDW�LQFUHDVHG�PRWRU�XQLW�
synchronization occurs with fatigue.

In long-duration tasks, subjects may be able to rotate 
the required activity among different synergists. In 
animal experiments, activating muscle compartments 
sequentially rather than synchronously decreases fatigue 
�7KRPVHQ�DQG�9HOWLQN��������'XULQJ�D���KRXU�H[SHUL-
PHQW� UHTXLULQJ� ���RI�PXVFXODU� HIIRUW�� 6M¡JDDUG� DQG�
FROOHDJXHV� ������� IRXQG� WKDW� GLIIHUHQW�PDJQLWXGHV� RI�
activity occurred in the human quadriceps muscles over 
WKH� ��KRXU� SHULRG�� DOWKRXJK� WKLV� REVHUYDWLRQ� UHTXLUHV�
additional examination. Clearly, recording among 
numerous muscle synergists requires the use of rather 
selective recording techniques, such as intramuscular 
wire electrodes.

7KH�LGHD�RI�XVLQJ�(0*�DQDO\VLV�WR�GLVFHUQ�WKH�UHOD-
tive contributions of slow-twitch and fast-twitch muscle 
fibers during a fatiguing contraction is intriguing. 
However, because of the myriad factors discussed, it is 
not possible to state with certainty that the contribution 
RI�VORZ�WZLWFK�RU�IDVW�WZLWFK�¿EHUV�LV�OHVVHU�RU�JUHDWHU�
with fatigue.

Changes in EMG activity also follow dynamic 
contractions. For example, individuals who operate 
industrial sewing machines exhibit changes in EMG 
frequency characteristics during the course of a workday, 
VXJJHVWLQJ�WKH�RQVHW�RI�IDWLJXH��-HQVHQ�HW�DO���������(0*�
analysis was also used to determine that carrying exces-
sive loads in one hand can result in fatigue and possible 
RFFXSDWLRQDO�LQMXU\��.LOERP�HW�DO��������

In similar studies, EMG analysis performed during 
fatiguing contractions has been useful in understanding 
SRVWSROLR�V\QGURPH��&\ZLQVND�:DVLOHZVND�HW�DO��������
6DQGEHUJ� HW� DO�� �������PHWDEROLF� GLVHDVHV� �0LOOV� DQG�
(GZDUGV� ������� FKURQLF� IDWLJXH� V\QGURPH� �&RQQROO\�
HW�DO���������DQG�RWKHU�GLVRUGHUV��8VLQJ�(0*�DQDO\VLV��
0LOQHU�%URZQ�DQG�0LOOHU��������GRFXPHQWHG�LPSRUWDQW�
WKHUDSHXWLF�EHQH¿WV�IURP�D�SKDUPDFRORJLF�WUHDWPHQW�LQ�
patients with myotonic dystrophy.

SUMMARY
7KH�(0*�VLJQDO�LV�SK\VLRORJLFDOO\�URRWHG�LQ�WKH�LRQLF�
FKDUJHV�DW�WKH�PXVFOH�¿EHU�PHPEUDQH��1HXUDO�DFWLYDWLRQ�
produces transient changes in these ionic concentrations, 
DOORZLQJ� WKH�PXVFOH�¿EHU�$3� WR� SURSDJDWH� DORQJ� WKH�
VDUFROHPPD��0DQ\�HOHFWURGHV��DPSOL¿HUV��DQG�DQDO\VLV�
techniques are available for detecting, processing, and 
GHVFULELQJ�WKH�VLJQDO��8VHUV�PXVW�EH�DZDUH�RI�D�QXPEHU�
of technical issues that can interfere with the character-
istics of the EMG signal. Examples of EMG use in areas 
such as physical rehabilitation, clinical medicine, den-
tistry, gait analysis, biofeedback control, motor control, 
ergonomics, and fatigue analysis demonstrate the wide 
variety of research questions amenable to study using 
these techniques.
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Chapter 9

Muscle Modeling
Graham E. Caldwell

In chapter 8, we discussed how the control signals used 
by the nervous system to elicit muscle activity could 
be monitored using electromyography (EMG). These 

EMG signals allow us to examine how the nervous 
system effects purposeful movement, yet they tell only 
a portion of the story of how human motion is produced. 
In this chapter, we

 Ź examine how muscles respond to the nervous sys-
tem’s signals to produce the forces that result in 
skeletal motion,

 Ź introduce the Hill muscle model, named after the 
illustrious British Nobel laureate A.V. Hill,

 Ź consider the basic mechanical properties of muscle 
tissue that dictate how much force a muscle will 
produce for a given level of nervous stimulation,

 Ź examine the dynamic interaction between Hill 
muscle model components,

 Ź discuss how such models can be used to represent 
specific individual muscles by finding muscle-
VSHFL¿F�SDUDPHWHUV��DQG

 Ź introduce other muscle models that are useful in 
biomechanics research.

THE HILL MUSCLE MODEL
Muscle is unique because it can convert signals from 
the nervous system into force, which in turn can cause 
movement of the skeletal system. Most readers of this 
text will be familiar with the contractile function of skel-
etal muscle, which is based on anatomical structure that 
can be described at the level of whole muscle, muscle 
IDVFLFOHV��PXVFOH�¿EHUV��RU� LQGLYLGXDO� VDUFRPHUHV��$W�
the heart of muscle force production within the sarco-
meres are the contractile proteins actin and myosin that 
DUH�IRXQG�LQ�WKH�WKLQ�DQG�WKLFN�¿ODPHQWV��UHVSHFWLYHO\��
Force production arises from neural signals that ulti-
mately result in mechanical coupling of the thick and 
WKLQ�¿ODPHQWV�WKURXJK�WKH�DWWDFKPHQW�RI�P\RVLQ�KHDGV�

to actin binding sites and the subsequent rotation of 
these crossbridges. There are several excellent texts 
and reviews that explain basic muscle physiology, and 
we will assume that the reader has some familiarity 
with this topic. In this chapter we discuss muscle force 
production from a mechanical rather than biological 
perspective.

,W�LV�XQIRUWXQDWH�WKDW�RQH�RI�WKH�¿UVW�WHUPV�ZH�OHDUQ�
is “muscle contraction,” from which we infer that the 
muscle shortens in response to nervous input. In fact, the 
muscle may shorten, lengthen, or remain at a constant 
length, depending on other internal and external forces 
acting on the skeleton. One fact is incontrovertible under 
any loading situation: In response to a nervous signal, 
the muscle produces force. It would be expedient if the 
quantitative relation between the nervous signal input 
and the muscle force output were linear (i.e., x units of 
nervous stimulation yield y units of muscular force under 
DQ\�FRQGLWLRQV���+RZHYHU�� LQ� WKH�¿UVW�KDOI�RI� WKH���WK�
century it became obvious to scientists studying muscle 
that this was not the case. Muscular tissue could produce 
different amounts of force for a given level of nervous 
LQSXW��GHSHQGLQJ�RQ�VSHFL¿F�H[SHULPHQWDO�FRQGLWLRQV��
Perhaps the best known of the early scientists is A.V. 
Hill, who developed a simple but powerful conceptual 
model of muscle function. Although many advances 
have been made in our knowledge of muscular structure 
and function since this early work, the Hill model is 
still appropriate for describing basic muscle mechanics 
DQG�LV�WKH�PRGHO�RI�FKRLFH�IRU�PRGHOLQJ�VSHFL¿F�PXVFOH�
behavior when we are attempting to understand volun-
tary human movements. Therefore, in this chapter we 
explore the Hill model in some depth before turning 
our attention to other muscle models that are useful in 
biomechanics research.

7KH�EDVLF�+LOO�PRGHO��¿JXUH������FRQVLVWV�RI�WKH�con-
tractile component (CC), the series elastic component 
(SEC), and the parallel elastic component (PEC). Each 
component has mechanical characteristics that explain 
VSHFL¿F�SKHQRPHQD�VHHQ�LQ�H[SHULPHQWDO�VWXGLHV��,W�LV�
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important to realize that the model represents muscle 
behavior rather than structure. This means that ana-
tomical correlates to the individual model components 
do not exist, although in some cases we can see how 
certain muscle structures are related to particular model 
components. First, we describe the model components 
separately and then examine how dynamic interactions 
between the components aid our understanding of mus-
cular force production.

Contractile Component
In the Hill model, the CC is the “active” element that 
turns nervous signals into force. The magnitude of the 
CC force produced depends on its mechanical character-
istics, which can be expressed in four separate relation-
ships: stimulation-activation (SA), force-activation (FA), 
force-velocity (FV), and force-length (FL).

Stimulation-Activation
7KH�¿UVW� RI� WKH�&&¶V�PHFKDQLFDO� SURSHUWLHV� FRQFHUQV�
how the nervous system signal (stimulation or excita-
tion) is related to the muscle’s intrinsic force capability 
or potential (activation). Physiologically, this property 
UHÀHFWV� WKH� H[FLWDWLRQ�FRQWUDFWLRQ� FRXSOLQJ� SURFHVV��
in which alpha motor neuron action potentials trigger 
motor unit action potentials (MUAPs) that travel along 
PXVFOH�¿EHUV��7KHVH�08$3V�DUH�FDUULHG�LQZDUG�WKURXJK�
the transverse tubule system to the sarcoplasmic reticu-
lum, where they cause the release of calcium ions into 
individual sarcomeres. This portion of the excitation-
contraction coupling sequence can be considered the 
stimulation, because it is independent of the actual force 
production mechanism in the sarcomere at the level of 
WKH�FURVVEULGJHV��ZKLFK�OLQN�WKH�WKLFN�DQG�WKLQ�¿ODPHQWV�
containing the contractile proteins myosin and actin, 
respectively. The actin-myosin complex responds to 
WKH�FDOFLXP�LRQ�LQÀX[�E\�FKDQJLQJ�IURP�LWV�UHVWLQJ�VWDWH�
(no crossbridge attachment and no force potential) to an 
activated state in which force production can occur. This 
latter sequence is the activation part of the stimulation-

activation process. Note that the stimulation represents 
the input to the process and the activation represents the 
response, or output.

How much activation is produced for a given input 
of stimulation? This simple question cannot be easily 
answered, because it is difficult to quantify either 
stimulation or activation. As described in chapter 8, 
the level of stimulation is altered through the processes 
of motor unit recruitment and rate coding. How does 
one quantify the “amount” of stimulation that a muscle 
receives based on these two nonlinear mechanisms? 
Likewise, in response to neural stimulation, the sar-
coplasmic reticulum releases calcium ions that result 
in activation (force potential) at the level of the cross-
bridges. Activation should therefore be measured as the 
number of attached crossbridges that can produce force. 
But how does one measure this quantity? To get around 
WKHVH�TXDQWL¿FDWLRQ�GLI¿FXOWLHV��IRU�PRGHOLQJ�SXUSRVHV�
both stimulation and activation are placed on relative 
VFDOHV�WKDW�UDQJH�IURP����WR�������7KH�H[DFW�VKDSH�RI�
the relationship between stimulation and activation is, 
RI�FRXUVH��GLI¿FXOW�WR�DVFHUWDLQ��EXW�IRU�WKH�SUHVHQW�ZH�
can consider that it is a direct linear relation, although 
there is evidence from the neural literature that it is in 
fact nonlinear.

When a motor unit is initially activated, there is a time 
delay between the onset of the neural action potential and 
the activation at the crossbridge level. This time delay 
KDV�WZR�FRPSRQHQWV��WKH�¿UVW�RI�ZKLFK�LV�WKH�WUDQVLW�WLPH�
for the MUAP to travel from the myoneural junction to 
the sarcoplasmic reticulum. The second component is the 
length of time for the calcium ions to be released from 
the sarcoplasmic reticulum and become attached to the 
WKLQ�¿ODPHQWV��D�SURFHVV�WKDW��ZKHQ�FRPSOHWHG��UHPRYHV�
the inhibition for crossbridge attachment imposed by 
the troponin-tropomyosin complex. When the force 
response from the motor unit is no longer necessary, the 
alpha motor neuron stops sending impulses. However, 
for a brief period, there is still a supply of calcium ions 
within the sarcomeres, allowing the crossbridges to 
remain activated even in the absence of stimulation. 
The duration of this deactivation process is longer than 
the activation process, and it is dictated by the time it 
takes for the sarcoplasmic reticulum to reabsorb the free 
calcium ions within the sarcomeres. The time periods 
for both activation and deactivation are shown schemati-
FDOO\�LQ�¿JXUH�����

Force-Activation
In the previous discussion, the term force potential was 
used to emphasize the fact that activation is a state in 
which force can be produced, rather than an actual force 
level. The importance of this distinction will become 
clear later, when we consider that the actual force level 
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 ŸFigure 9.1 The three-component Hill muscle 
model consists of a contractile component (CC), 
series elastic component (SEC), and parallel elastic 
component (PEC).
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in newtons depends not only on activation but also on the 
kinematic state of the CC. However, we need to convert 
the state of activation (in percentage of force potential) 
to an actual force level, expressed either in newtons or as 
a percentage of a particular muscle’s maximal force. To 
NHHS�WKLV�IRUFH�LQGHSHQGHQW�IURP�DQ\�VSHFL¿F�NLQHPDWLF�
state, the force-activation relation must be conceptual 
only; it is impossible to measure the force produced in 
WKH�DEVHQFH�RI�D�VSHFL¿F�&&�NLQHPDWLF�VWDWH��7KHUHIRUH��
the force-activation relation is direct and linear (e.g., 
����������RU�����DFWLYDWLRQ�UHSUHVHQWV�����������RU�
����IRUFH��UHVSHFWLYHO\��

Force-Velocity
Perhaps the most important CC mechanical property is 
WKH�LQÀXHQFH�RI�&&�YHORFLW\�RQ�IRUFH�SURGXFWLRQ��D�IDFW�
ZHOO� HVWDEOLVKHG� LQ� WKH�¿UVW� KDOI� RI� WKH� ��WK� FHQWXU\��
7KLV� UHODWLRQVKLS�� VKRZQ� LQ� ¿JXUH� ����� LV� H[SUHVVHG�
PDWKHPDWLFDOO\�E\�WKH�IDPRXV�+LOO��������HTXDWLRQ�IRU�
a rectangular hyperbola:

 (P + a)(v + b) = (Po���D�E� �����

In this equation, P and v represent the CC force and veloc-
ity at a given instant in time, respectively. Po represents  
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 ŸFigure 9.2 Temporal relationship between stimulation and activation in the CC. Stimulation shown as black 
line, activation as green line.
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the force level the CC would attain at that instant if it 
were isometric. The muscular dynamic constants a and 
b were originally conceived by Hill to represent con-
stants of energy liberation. These dynamic constants 
DUH�PXVFOH��DQG�VSHFLHV�VSHFL¿F�DQG�GLFWDWH� WKH�H[DFW�
shape of the rectangular hyperbola and its intercepts 
on the force (Po) and velocity (Vmax ) axes. For example, 
predominantly slow-twitch muscles have different 
dynamic constants than those with a high proportion of 
IDVW�WZLWFK�¿EHUV��ZLWK�WKH�PD[LPDO�VKRUWHQLQJ�YHORFLW\�
Vmax�EHLQJ�URXJKO\�����WLPHV�JUHDWHU�LQ�IDVW�WZLWFK�¿EHUV�
WKDQ�LQ�VORZ�WZLWFK�¿EHUV�IURP�WKH�VDPH�VSHFLHV��(GPDQ�
������� VKRZHG� WKDW� D� GRXEOH� K\SHUEROLF� VKDSH� EHWWHU�
represents the concentric force-velocity relation, with 
a clear deviation from the single Hill hyperbola in low-
velocity–high-force concentric situations. This presents 
no major conceptual problem for the Hill model, but it 
does require the use of a different equation to represent 
the CC’s force-velocity characteristics.

Note that the Hill equation refers only to isometric 
or concentric CC velocities. The relationship can be 
extended to include CC eccentric (lengthening) condi-
WLRQV��¿JXUH�������EXW�WKH�+LOO�HTXDWLRQ�PXVW�EH�PRGL¿HG��
)LQDOO\��WKH�UHODWLRQVKLS�VKRZQ�LQ�¿JXUH�����UHSUHVHQWV�
full activation of the muscle and therefore the maximal 
force output possible across the range of CC velocities.

Force-Length
Another important CC property is the dependence of 
isometric force production on CC length, described in 
�����E\�5DPVH\�DQG�6WUHHW��7KH�EHVW�NQRZQ�GHVFULS-

tion of the force-length relationship is in the paper by 
*RUGRQ�DQG�FROOHDJXHV���������ZKLFK�SURYHG�WR�EH�WKH�
FRUQHUVWRQH�RI�WKH�ZHOO�NQRZQ�VOLGLQJ�¿ODPHQW�WKHRU\�RI�
muscular contraction. The basic shape of the FL relation 
�¿JXUH������LOOXVWUDWHV�WKDW�LVRPHWULF�IRUFH�SURGXFWLRQ�
is greatest at intermediate CC lengths and declines as 
the CC is either lengthened or shortened. The highest 
isometric force level is referred to as Po, which can be 
confusing because the same acronym found in the Hill 
force-velocity equation has a slightly different meaning. 
For the FL relationship, Po is said to occur at the muscle 
length Lo, the optimal length for force production. In 
the FV relation, Po is the maximal force at zero velocity 
(i.e., isometric) for a given CC length at which all FV 
data points occur, regardless of whether that happens 
to be Lo. Thus, Po in the FV relation is actually a func-
tion of CC length, as will become obvious in the next  
section.

Contractile Component Properties 
Viewed Together
The four CC properties (SA, FA, FV, and FL) must be 
viewed together to understand CC function. When force 
output is required, the central nervous system (CNS) 
initiates this process by sending a stimulation signal to 
the muscle. This stimulation signal causes the activa-
tion of the CC, according to the stimulation-activation 
relationship and the temporal characteristics illustrated 
LQ�¿JXUH������7KH�&16�PRGL¿HV�WKH�VWLPXODWLRQ�VLJQDO�DV�
needed to regulate the CC’s activation level and therefore 
its force capability. Thus, the CNS exerts control over 
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the CC FL through its regulation of stimulation, but this 
control is somewhat indirect because of the intermedi-
DWH�LQÀXHQFH�RI�WKH�6$�DQG�)$�UHODWLRQV��7KLV�FRQWURO�
of force is more complex than it may seem, given that 
the actual force is dictated by the kinematic state of the 
&&�WKDW�UHVXOWV�IURP�WKH�)9��¿JXUH������DQG�)/��¿JXUH�
����� UHODWLRQVKLSV��7KH� FRPELQHG� HIIHFW� RI� WKHVH� WZR�
PHFKDQLFDO� FKDUDFWHULVWLFV� FDQ� EH� VHHQ� LQ�¿JXUH� �����
which depicts a force-length-velocity surface. Individual 
points on this surface represent the force output by the 
CC for any combination of CC length and velocity if 
WKH�&&� DFWLYDWLRQ� OHYHO� LV�PD[LPDO� �������� ,Q�PDQ\�
cases, the CNS operates at submaximal levels, with the 
actual force for a given CC length and velocity being 
less than the force depicted on this surface. One way to 
visualize these submaximal conditions is to consider an 
DFWLYDWLRQ�OLQH�VHJPHQW�MRLQLQJ�WKH�VXUIDFH��������DQG�
WKH�ÀRRU������RI�WKLV�WKUHH�GLPHQVLRQDO����'��SORW��$OO�
submaximal activation levels lie somewhere along this 
OLQH�VHJPHQW��¿JXUH�������7KH�H[DFW�&&�IRUFH�DW�D�JLYHQ�
WLPH�FDQ�EH�GHWHUPLQHG�E\�¿UVW�¿QGLQJ�WKH�&&�OHQJWK�
and velocity on the surface and then following the line 
segment to the current level of activation. Evidence sug-
JHVWV�WKDW�¿JXUH�����LV�WRR�VLPSOLVWLF�LQ�WKDW�VXEPD[LPDO�
activation changes the shape of FL characteristics, with 
Lo� VKLIWLQJ� WRZDUG� JUHDWHU�PXVFOH� OHQJWKV� �5DFN� DQG�
:HVWEXU\�������+XLMLQJ�������

Series Elastic Component
Muscle includes materials that display a degree of elas-
ticity and are related to passive connective tissue rather 
than the active contractile proteins that produce the CC 
force in response to CNS stimulation. The existence 
of the series elastic component—elastic elements in 
series with the active force-producing structures in the 
muscle—has been known since the days of Hill’s experi-
PHQWV�RQ�IURJ�PXVFOH�PRUH�WKDQ����\HDUV�DJR��$Q\�IRUFH�
that the CC produces is expressed across the SEC. One 
obvious contributor to the SEC elasticity is the tendon 
WKDW� MRLQV� WKH�PXVFOH�¿EHUV� WR� WKH� VNHOHWRQ��+RZHYHU��
other structures also contribute to the elasticity, includ-
ing the aponeurosis, or “inner tendon,” which connects 
WKH�H[WHUQDO�WHQGRQ�WR�WKH�PXVFOH�¿EHUV��DQG�FRQQHFWLYH�
HOHPHQWV�ZLWKLQ� WKH�PXVFOH� ¿EHUV� �H�J��� =�OLQHV��� )RU�
H[DPSOH��.DZDNDPL� DQG�/LHEHU� ������� GHPRQVWUDWHG�
that the aponeurosis contributes substantially to the 
series elasticity. Thus, although some authors character-
L]H�WKH�&&�DV�WKH�HTXLYDOHQW�RI�PXVFOH�¿EHUV�DQG�WKH�6(&�
as the equivalent of the tendon, those assertions are not 
TXLWH�WUXH��5HPHPEHU�DOVR�WKDW�WKH�6(&�LV�D�EHKDYLRUDO�
model component, and an exact correspondence with 
anatomical structures is unnecessary; SEC elasticity 
results from all elastic elements in series with the active 
force-generating elements in the muscle.
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 ŸFigure 9.5 The CC force-length-velocity 3-D surface, representing 100% activation. The green dot (•) indi-
cates force for a particular CC length and velocity. Submaximal activation results in forces beneath the surface; 
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The SEC elastic behavior is described by its force-
extension (F!/�� UHODWLRQVKLS� �%DKOHU�������� VKRZQ� LQ�
¿JXUH������,Q�SK\VLFV��WKH�HODVWLFLW\�RI�D�PDWHULDO�LV�XVXDOO\�
TXDQWL¿HG�E\�LWV�VWLIIQHVV�k, which is calculated as the 
change in applied force divided by the resulting change 
in the length of the material (k = !F/!L). If the material 
displays linear F!L characteristics, the stiffness is the 
slope of the F!/� OLQH��+RZHYHU��¿JXUH� ���� LOOXVWUDWHV�
that the SEC F!L relation is highly nonlinear, which is 
common for biological materials. The slope of the F!L 
association increases as the SEC extends, meaning that 
at low force levels the SEC is quite compliant (low stiff-
ness), whereas at higher force levels the SEC becomes 
stiffer and unit increases in force produce less extension. 
This nonlinear SEC elasticity is an extremely important 
feature of the Hill model, one that imparts a powerful 
LQÀXHQFH�RQ�WKH�PXVFXODU�IRUFH�UHVSRQVH��6RPH�H[SHUL-
ments indicate that the SEC is lightly damped, meaning 
that the rate at which the force is applied changes its 
elastic nature. The damping characteristic of the SEC 
KDV� D� UHODWLYHO\� VPDOO� LQÀXHQFH� RQ� WKH� RYHUDOO�PRGHO�
behavior and will be ignored in the present discussion.

Parallel Elastic Component
Muscles display elastic behavior even if the CC is inac-
tive and producing no force. If an external force is applied 
across an inactive, passive muscle, it resists but stretches 
to a longer length. This resistance is not a response of the 
SEC, because no force is being produced by the inactive 
CC. Instead, this inactive elastic response is produced by 
structures that are in parallel to the CC. The parallel elas-
tic component (PEC) is usually correlated with the fascia 

that surrounds the outside of the muscle and separates 
PXVFOH�¿EHUV�LQWR�GLVWLQFW�FRPSDUWPHQWV��/LNH�WKH�6(&��
the F!L relationship of the PEC is highly nonlinear in 
nature, with increasing stiffness as the muscle lengthens.

The PEC elasticity is considered a passive response, 
yet it can play a role during active force production. In 
an active isometric force situation, the measured force 
response is the summation of the active CC force and the 
passive PEC force associated with the isometric length 
RI� WKH�PXVFOH� �¿JXUH� ������ )LJXUH� ���� GHSLFWV� WKH� )/�
characteristics of the active CC, the passive PEC, and the 
summed CC and PEC responses. At shorter lengths, the 
PEC is not stretched and thus the muscle force response 
will be entirely caused by the active CC. As the muscle 
is placed at longer lengths, the PEC is stretched and its 
force response is added to the active CC response. The 
exact shape of the summated force-length response 
depends on the stiffness of the PEC and the CC length 
DW�ZKLFK�WKH�3(&�¿UVW�JHQHUDWHV�IRUFH�LQ�UHODWLRQ�WR�WKH�
optimal length of the active FL relation, Lo.

Component Interactions 
During Active Force 
Production
We can gain a real understanding of the Hill model only 
by considering the dynamic interactions among the 
components during an active force-producing situation. 
)RU�WKLV�SXUSRVH��ZH�H[DPLQH�D�VLPSOL¿HG�YHUVLRQ�RI�WKH�
Hill model that includes the CC and SEC but omits the 
PEC. This is akin to performing muscle experiments at 
shorter lengths in which the passive PEC plays no role. 
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 ŸFigure 9.7 The contractile component (CC) and parallel elastic component (PEC) force-length (FL) relation-
ships, separate (black [CC] and gray [PEC] lines) and combined (green line).

of the knee joint and was fully activated at all times. 
Therefore, the muscle model lacked SA dynamics and FL 
characteristics. Alexander used this model to simulate the 
push-off phase of both long jumping and high jumping. 
Two initial conditions concerning the start of the contact 
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Muscle

Originally, the Hill model was developed to help elucidate 
the basic mechanical characteristics of striated muscle 
function. More recently, it has been used to replicate the 
mechanical properties of individual muscles or muscle 
JURXSV� GXULQJ� VWXGLHV� RI� VSHFL¿F� KXPDQ�PRYHPHQWV��
Muscle models can play different roles in these investiga-
tions, but in all cases they are used to provide physiologi-
cal information concerning the muscles involved. The 
exact manner in which the models are used depends on 
WKH�VSHFL¿F�DLPV�DQG�TXHVWLRQV�DGGUHVVHG�E\�WKH�VWXG\��
In some cases, the muscle models are rotational in nature, 
representing the total effect of all muscles contributing to 
a resultant joint moment. In other instances, the models 
represent individual muscles or a group of synergists.

A good example of a relatively simple muscle model 
LV�IRXQG�LQ�WKH�ZRUN�RI�$OH[DQGHU���������������,Q�WKDW�
work, a rigid trunk mass supported by a massless, two-
segment (thigh and leg) lower extremity represented the 
KXPDQ�ERG\��¿JXUH�������7KH�WUXQN�FHQWHU�RI�PDVV�ZDV�
located at the hip, and a single knee extensor “muscle” 
controlled the motion of the model. This rotational muscle 
model generated torque based on the angular velocity 

 ŸFigure 9.8 Alexander’s jumping model (1990, 
1992).
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(continued)
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 ŸFigure 9.9 Selbie and Caldwell’s vertical jumping 

model with three joint torque actuators (1996).

SKDVH�EHIRUH�WDNHRII�ZHUH�VSHFL¿HG��WKH�FHQWHU�RI�PDVV�
horizontal velocity and angle of the almost fully extended 
lower extremity. The simulation calculated the torques 
and motion of the knee joint and center of mass during 
the contact phase and calculated the height and distance 
RI� WKH� VXEVHTXHQW� ÀLJKW� SKDVH��$IWHU� FRQ¿UPLQJ� WKDW�
the model would predict realistic ground reaction forces 
and jump performances, Alexander used the model to 
study the effects of systematic alteration of the approach 
speed and touchdown angle. The model predicted dif-
ferent optimal characteristics for the two jumps and was 
useful in understanding why high jumpers might use a 
lower approach velocity than a long jumper. The physi-
ological constraints imposed by the FV characteristics of 
the knee extensors limited the approach speed to provide 
the appropriate combination of vertical and horizontal 
impulses in the two jumping tasks.

6HOELH�DQG�&DOGZHOO��������DOVR�XVHG�URWDWLRQDO�PXVFOH�
models as torque generators in simulations of vertical 
jumping. They modeled the body as four linked rigid 
segments with torque generators acting at the hip, knee, 
DQG�DQNOH� MRLQWV� �¿JXUH�������$W�HDFK� MRLQW�� WKH�PXVFOH�
model obeyed torque-velocity, torque-angle, and SA rela-
tionships but did not include elastic characteristics. The 
jumping motion was initiated from a given static posture, 
and the simulation produced segmental and center-of-
mass kinematics throughout the jumping motion until 
the moment of takeoff. The model kinematics at takeoff 
were used to calculate vertical jump height using pro-
jectile motion equations. This forward dynamics model 
ZDV�RSWLPL]HG�WR�¿QG�WKH�FRPELQDWLRQ�RI�KLS��NQHH��DQG�
ankle stimulation-onset times that produced the highest 

jump from a given initial posture. The model was able to 
produce realistic jump heights and segmental kinematics. 
The researchers’ question was whether the model could 
generate jumps to similar heights from widely varying 
initial postures, and the results illustrated that it could 
IURP�PRVW�RI�WKH�����LQLWLDO�SRVLWLRQV�VLPXODWHG��+RZHYHU��
some discrepancies from actual jumping performances 
were noted, perhaps because of the simplicity of the 
muscular representation.

For more information on forward dynamics simula-
tions and the use of muscle models within the framework 
of musculoskeletal models, the reader is referred to chap-
WHUV����DQG�����UHVSHFWLYHO\�

We begin by considering two often-studied muscular 
responses, the isometric tetanus and isometric twitch. 
These two muscular responses are easily produced in 
isolated muscle preparations and have been used to 
characterize muscles as either slow-twitch or fast-twitch, 
depending on the time course of the force response. The 
experimental setup consists of an isolated muscle kept 
YLDEOH� LQ�D�EDWK�RI�5LQJHU¶V�VROXWLRQ��ZLWK� WKH�PXVFOH�
¿[HG�DW�RQH�HQG�DQG�DWWDFKHG�WR�D�IRUFH�WUDQVGXFHU�DW�
WKH�RWKHU��¿JXUH��������DQG�WKXV�NHSW�DW�D�FRQVWDQW�¿[HG�
length. Stimulation in the form of pulses of electric cur-
rent is applied to the muscle through an electrode, with 
the pulse width, magnitude, and frequency determined 
by the muscle and protocol under examination. A single 
brief pulse is applied for the isometric twitch, while a 
continuous train of pulses is applied for the isometric 
tetanus. The characteristic force responses elicited by 

WKHVH�VWLPXODWLRQ�SDWWHUQV�DUH�VKRZQ�LQ�¿JXUH�������1RWH�
that for the tetanus condition, the frequency of stimula-
tion pulses determines whether the force response is 
an incomplete summation of individual twitches (low 
stimulation frequency) or a smooth, complete tetanus 
(high stimulation frequency).

The shapes of the tetanic and twitch force responses 
raise a number of questions. Why do the force responses 
have these characteristic shapes? Why are the force 
responses for slow-twitch and fast-twitch muscles dif-
ferent? Why does the peak force in the isometric twitch 
reach only a fraction of the force level produced in 
the isometric tetanus? Why does the isometric twitch 
force peak occur so long after the end of the single 
stimulation pulse? The Hill muscle model can greatly 
help our understanding of these (and other) force  
responses.
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CC-SEC Interactions During an 
Isometric Twitch
In response to the brief maximal impulse of stimula-
tion, the muscle force exhibits a relatively slow rise to a 
submaximal peak, followed by an even slower decline 
EDFN�WR�]HUR�IRUFH��¿JXUH��������:KHUHDV�WKH�VWLPXODWLRQ�
pulse may last only a few milliseconds, the time to peak 
WZLWFK�IRUFH�LV����WR����PV��7KLV�GLVFUHSDQF\�LQ� WLPH�
course results from CC and SEC dynamic interaction 
and the interplay of their mechanical properties. At the 
beginning, before the arrival of the stimulation pulse, the 
CC is inactive and producing no force and the SEC is at 
LWV�XQORDGHG�OHQJWK��¿JXUH�����a). The stimulation pulse 

causes the CC to become active and begin to produce 
force, according to the CC SA, FA, FV, and FL relations. 
This force is expressed across the SEC, which responds 
by extending according to its F!L relationship. This 
basic CC-SEC interaction of CC force changes causing 
SEC length changes continues throughout the isometric 
twitch condition, following a sequence of events associ-
ated with the magnitude and time course of the stimula-
tion pulse. Note that the relative input stimulation and 
output force values are always different, except for the 
EHJLQQLQJ� �¿JXUH�����a��DQG�HQG� �¿JXUH�����d), when 
both equal zero.

When the stimulation increases from zero to maxi-
mal, the CC activation rises according to the time course 
associated with the transport of calcium ions from the 
sarcoplasmic reticulum to the crossbridge binding sites 
RQ�WKH�WKLQ�¿ODPHQWV��¿JXUH�������$V�DFWLYDWLRQ�ULVHV��WKH�
CC produces force according to its instantaneous values 
RI�DFWLYDWLRQ��YHORFLW\��DQG�OHQJWK��¿JXUHV�����������DQG�
������7KH� IRUFH� ULVHV� WKURXJKRXW� WKH� HDUO\� SDUW� RI� WKH�
twitch, meaning that the SEC is continually lengthen-
LQJ�XQWLO�WKH�SHDN�WZLWFK�IRUFH�LV�DFKLHYHG��¿JXUH�����b). 
Consequently, the CC must be shortening by a concomi-
tant amount, because the total muscle length (CC length 
plus SEC length) is being held constant (isometric). After 
WKH�SHDN�WZLWFK�IRUFH��WKH�IRUFH�FRQWLQXDOO\�IDOOV��¿JXUH�
����c), meaning that the SEC is recoiling (shortening) 
and the CC is therefore lengthening. Only at the peak, 
where dF/dt� ����DUH�WKH�6(&�DQG�&&�LQVWDQWDQHRXVO\�LQ�
an isometric state, neither lengthening nor shortening.

It is possible that the discrepancy between the rise 
time in stimulation (almost instantaneous) and in force 
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�������PV��FRXOG�EH�UHODWHG�HLWKHU�WR�WKH�WLPH�FRXUVH�RI�
calcium dynamics that dictates the SA temporal associa-
tion or to the ability of the CC to produce force according 
WR�LWV�NLQHPDWLF�FRQGLWLRQV��OHQJWK�DQG�YHORFLW\���'XULQJ�
the rising phase of force the CC shortens (concentric), 
and during the falling force phase the CC lengthens 
(eccentric). Only at the instant of peak twitch force is 
WKH�&&�LVRPHWULF��7KH�6(&�GRHV�QRW�GLUHFWO\�LQÀXHQFH�
the amount of force produced but merely responds to 
the CC force by changing its length according to its 
F!L relationship.

Active State
Hill found that it was possible to delineate the effects of 
calcium dynamics versus those from CC kinematics by 
describing the time course of the active state through-
RXW�WKH�LVRPHWULF�WZLWFK��+LOO�GH¿QHG�active state as the 
instantaneous force capability of the CC if it is neither 
shortening nor lengthening (i.e., it is isometric). While 
the CC is isometric, only the level of activation and 
WKH� LQVWDQWDQHRXV�&&� OHQJWK� LQÀXHQFH� WKH� IRUFH� OHYHO�
attained. Keeping the CC length on the FL plateau elimi-
nates FL effects, meaning that force is dictated by the 
activation alone. By using experimental protocols known 

as quick release and quick stretch, researchers were 
DEOH�WR�IROORZ�WKH�WLPH�FRXUVH�RI�WKH�DFWLYH�VWDWH��¿JXUH�
����a) and thus account for the effects of SA dynamics 
throughout the isometric twitch. Comparing the time 
course of the active state with that of the isometric twitch 
force clearly shows that if the CC is isometric, it is indeed 
capable of producing large forces shortly after the onset 
of the stimulation pulse. The rapid rise in the active state 
with the onset of stimulation means that the CC is fully 
capable of producing maximal force almost immediately. 
Until the time of peak twitch force, the actual force 
produced by the CC is less than its capability if it were 
isometric. By deduction, we are left to conclude that the 
shortening of the CC, associated with the rising force 
and lengthening of the SEC, imposes a strong depressive 
effect on CC force production. To fully understand the 
shape of the twitch force, we must examine more closely 
the dynamic interaction of the CC and SEC.

Importance of CC-SEC Dynamics
The keys to understanding the shape of the twitch force 
SUR¿OH�DUH�WKH�VHTXHQFH�RI�&&�6(&�G\QDPLFV�VKRZQ�LQ�
¿JXUH�������WKH�&&�)9�UHODWLRQVKLS��¿JXUH�������DQG�WKH�
SEC F!/�UHODWLRQVKLS� �¿JXUH�������$V� WKH�VWLPXODWLRQ�
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pulse causes the CC activation to rise, the CC begins 
to produce force across the SEC. In response to this 
force, the SEC elongates according to its F!L charac-
teristics. Because of its highly compliant nature at low 
force levels, the SEC stretches very rapidly. The CC in 
turn shortens at the same high velocity, as the CC and 
SEC velocities must offset each other to keep the total 
muscle in an isometric state. As a result of the nature of 
the concentric FV property, this high shortening veloc-
ity keeps the actual force production far below the CC 
isometric capability. As the force rises slowly, the SEC 
undergoes more extension, and because of its nonlinear 
stiffness characteristics, it becomes less compliant. This 
slows its stretching velocity, which in turn slows the CC 
shortening velocity and allows the force to rise.

In the isometric tetanus, the activation of the CC rises 
UDSLGO\�WR�LWV�PD[LPDO�OHYHO�DQG�UHPDLQV�WKHUH��¿JXUH�
����b) in response to the continual train of stimulation 
pulses. Therefore, the force continues to rise, bringing 
the SEC to the stiffest portion of its F!L curve. This 
dramatically slows the SEC lengthening and brings the 
CC shortening velocity toward zero. Eventually, the 
CC and SEC length changes cease, bringing the CC to 
its isometric value and the SEC to the constant length 
associated with that force level. As long as the stimula-
tion pulses keep the CC fully activated, the force will 
remain at this isometric plateau level.

In the isometric twitch, the story differs in that the 
activation of the CC begins to decay after the end of the 
single stimulation pulse, as seen in the falling phase of 
WKH�DFWLYH�VWDWH�SUR¿OH��¿JXUH�����a���'HVSLWH�WKH�IDOOLQJ�
activation, the twitch force continues to rise in response 
to the slowing of CC shortening. However, the falling 
activation results in a slower force rise, and at the peak of 
the twitch force the active state and twitch force intersect. 
At this peak, the force is neither rising nor falling, the 
SEC ceases to lengthen, and both the CC and the SEC 
become instantaneously isometric. After the peak in the 

IRUFH�SUR¿OH��WKH�6(&�VWDUWV�WR�VKRUWHQ�DV�WKH�IRUFH�EHJLQV�
to fall. Because of the reciprocal CC-SEC interaction, the 
CC begins to lengthen and produce force according to 
its eccentric FV relationship. This keeps the force higher 
WKDQ�WKH�DFWLYH�VWDWH�WKDW�UHÀHFWV�WKH�&&�LVRPHWULF�FDSDELO-
ity. However, because the activation continues to fall, the 
force level also drops. This submaximal, eccentric CC 
state continues with falling activation and force, until they 
both return to zero at the end of the twitch contraction.

General CC-SEC Interactions
When a muscle is stimulated, either externally in an 
experiment or in vivo by the CNS, the CC-SEC interac-
tion has a direct bearing on how much force is generated. 
In the description of the isometric twitch and tetanus, 
we noted that the CC-SEC interaction can be understood 
using the equation

� 0XVFOH�/HQJWK� �&&�/HQJWK���6(&�/HQJWK� �����

In these isometric conditions, the muscle length is con-
stant, emphasizing the inverse relation between the CC 
and SEC lengths during isometric muscle contractions. 
Another kinematic equation that expresses the CC-SEC 
interaction is

 Muscle Velocity = CC Velocity + SEC Velocity  

� � �����

In the isometric case, muscle velocity equals zero, 
meaning that the CC and SEC have equal but opposite 
velocities during an isometric situation and emphasiz-
ing the importance of the nonlinear SEC F!L and CC 
)9�UHODWLRQVKLSV�LQ�GLFWDWLQJ�PXVFOH�IRUFH�WLPH�SUR¿OHV�

These two equations hold true during all muscle con-
tractions, both isometric and dynamic. In the dynamic 
case, the constraints of constant muscle length and 
zero muscle velocity are removed and the CC and SEC 
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kinematics lose their inverse, equal-but-opposite rela-
tionship. The SEC always mediates the CC velocity so 
that, in general, the muscle velocity is not equal to the 
CC velocity. However, when the overall muscle changes 
OHQJWK��LW�LV�PRUH�GLI¿FXOW�WR�HQYLVLRQ�WKH�H[DFW�QDWXUH�RI�
the CC velocity than in the isometric case. For example, 
it has been shown experimentally that during eccentric 

PXVFOH�FRQWUDFWLRQV�� WKH�PXVFOH�¿EHUV� �DQ�DQDWRPLFDO�
representative for the CC) may either shorten or lengthen 
depending on the exact state of the elastic elements in 
VHULHV��%LHZHQHU�HW�DO��������*ULI¿WKV��������2QH�RI�WKH�
strengths of the two-component Hill muscle model is 
that it allows estimation of CC length and velocity during 
active force production.

EXAMPLE 9.1
MUSCLE MODEL ALGORITHM

A Hill-type muscle model can be implemented in 
VHYHUDO�ZD\V�� 7KH�PRVW� ÀH[LEOH� DUUDQJHPHQW� LV� WR�
write a software subroutine that contains the code for 
the muscle model in a general form. The model for 
DQ\�VSHFL¿F�PXVFOH�LV�WKHQ�LPSOHPHQWHG�E\�ZULWLQJ�D�
calling subroutine that contains the model parameters 
(e.g., Po, FL information, a and b dynamic constants, 
SEC elasticity) for that particular muscle. The call-
LQJ�VXEURXWLQH�SDVVHV� WKH�VSHFL¿F�SDUDPHWHUV� WR� WKH�
general model subroutine so that the model output 
represents that individual muscle. This permits the 
general model subroutine to be used for more than 
RQH�VSHFL¿F�PXVFOH��ZKLFK�LV�DGYDQWDJHRXV�ZKHQ�ZH�
are using a musculoskeletal model in which several 
different muscles are represented and are required to 
produce force simultaneously. This scheme can use the 
muscle model algorithm and software language of the 
researcher’s choice.

The Hill model iterative algorithm presented here 
�%DLOGRQ�DQG�&KDSPDQ�������&DOGZHOO�DQG�&KDSPDQ�
������������LV�VLPLODU�LQ�FRQFHSW��EXW�QRW�QHFHVVDULO\�
implementation) to others found in the literature (Bob-
EHUW�HW�DO������D��3DQG\�HW�DO��������YDQ�GHQ�%RJHUW�HW�DO��
������:LQWHUV�DQG�6WDUN�������=DMDF��������7KH�DOJRULWKP�
has explicit equations representing the CC and SEC prop-

erties and should give the user a sense of how the CC and 
6(&�LQWHUDFW�G\QDPLFDOO\��¿JXUH��������7KH�GHVFULSWLRQ�RI�
the algorithm indicates exactly where functions represent-
LQJ�WKH�&&�DQG�6(&�SURSHUWLHV�DUH�QHHGHG��DQG�WDEOH�����
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 ŸFigure 9.14 Flowchart of muscle model algorithm.

Table 9.1 Model Equations and Parameters
Model component Relation Equation Parameters

CC FV concentric (P + a)(v + b) = (Po + a) b Po = maximal isometric force
a = Hill dynamic constant
b = Hill dynamic constant

FV eccentric S = b(Ps�í�Po)/(Po + a)
P = Ps�í�S(Ps�í�Po)/(S�í�v)

Ps� �HFFHQWULF�IRUFH�VDWXUDWLRQ�OHYHO����RI�Po)

FL (parabola) RF� �>F��RL�í������@������ F�� �SDUDEROD�ZLGWK�FRHI¿FLHQW

SEC F!L RF� ��������>H[S��VWLII���RLS�@�í������� VWLII� �QRQOLQHDU�VWLIIQHVV�FRHI¿FLHQW

CC = contractile component; P = force; RF = relative force; RL = relative CC length; RLS = relative SEC length; SEC = series elastic component; 
v = CC velocity.

5HSULQWHG�IURP�Human Movement Science,�9RO������*�(��&DOGZHOO�DQG�$�(��&KDSPDQ��³7KH�JHQHUDO�GLVWULEXWLRQ�SUREOHP��$�SK\VLRORJLFDO�VROX-
WLRQ�ZKLFK�LQFOXGHV�DQWDJRQLVP�́ �SJV�����������FRS\ULJKW�������ZLWK�SHUPLVVLRQ�RI�(OVHYLHU�
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JLYHV�H[DPSOHV�RI�VSHFL¿F�HTXDWLRQV�IRU�WKHVH�IXQFWLRQV�
�&DOGZHOO�DQG�&KDSPDQ��������5HVHDUFKHUV�EXLOGLQJ�WKHLU�
own models may want to use different equations for these 
component properties.

7KH�PRGHO�VXEURXWLQH�QHHGV�WZR�W\SHV�RI�LQSXWV������
model parameters to specify the particular muscle of inter-
HVW�DQG�����WLPH�KLVWRULHV�RI�WKH�PXVFOH�NLQHPDWLFV�DQG�
stimulation for a given movement situation. For example, 
we can attempt to simulate an isometric twitch experiment 
for a rat gastrocnemius or human tibialis anterior. In either 
FDVH��ZH�QHHG�VSHFL¿F�PXVFOH�SDUDPHWHUV��PRUH�HDVLO\�
obtained directly for the rat gastrocnemius), such as its 

FV dynamic constants (a and b), maximal isometric force 
output (Po), and so on. For the isometric twitch conditions, 
WKH�RYHUDOO�PXVFOH�OHQJWK�LV�KHOG�FRQVWDQW�DW�D�VSHFL¿HG�
OHQJWK� IRU� WKH� HQWLUH� WLPH� RI� VLPXODWLRQ� �SHUKDSV� ����
ms). The stimulation history is represented by a series of 
zeros interrupted for only a few milliseconds during the 
VXSUDPD[LPDO�SXOVH��VHH�¿JXUH��������ZKHQ�WKH�VWLPXODWLRQ�
YDOXH�HTXDOV�������7KH�PRGHO�VXEURXWLQH�XVHV�WKH�PXVFOH�
parameters and the kinematic and stimulation inputs to 
calculate histories of the force output and the CC and SEC 
G\QDPLFV�WKDW�SURGXFHG�WKLV�IRUFH�SUR¿OH�

CALLING SUBROUTINE

1. Muscle parameters:
2. CC: Po, Lo, width of FL parabola, FV dynamic con-

stants a and b, activation constants for temporal SA 
relationship

3. SEC: F!L relation
4. Experimental conditions: muscle kinematics and 

stimulation inputs

For each time point of the simulated contraction, 
specify the muscle length and input stimulation 
value. For this example, we will assume that we 
KDYH������ WLPH�VWHSV�VR� WKDW� WLPH� t will progress 
from t  ���WR�t  ������LQ�VWHSV�RI����HDFK�WLPH�VWHS�
LQGLFDWLQJ�D�FKDQJH�RI�����PV�IRU�D�WRWDO�VLPXODWLRQ�
WLPH�RI�����PV�

MUSCLE MODEL SUBROUTINE
For each time point of the simulated contraction, starting 
from t  ���

1. Use the SEC F!L relationship to predict the instan-
taneous CC force. Because the CC and SEC are in 
series, the CC and SEC forces are equal. The SEC 
F!L equation must therefore be written such that 
SEC force is a function of its length, or

 SEC Force = f�6(&�/HQJWK�� �����

Note that for t  ����WKH�VWLPXODWLRQ�DQG�DFWLYDWLRQ�HTXDO�
zero, the CC is producing no force, and the SEC is 
at its unloaded length. Therefore, the SEC force will 
be predicted to be zero, consistent with CC “reality.”

2. Use the CC FV relation to predict the CC velocity 
IURP� WKH� IRUFH�SUHGLFWHG� LQ� VWHS����5HFRJQL]H� WKDW�
the CC force depends on both the CC FL and FA 
UHODWLRQVKLSV��VHH�¿JXUH�������7KHUHIRUH��¿UVW�FDOFXODWH�
and account for the (possibly) submaximal activation 
level of the CC, using the input stimulation value. 
5HPHPEHU� WKDW� WKHUH� LV� ERWK� D�PDJQLWXGH� DQG� D�
WHPSRUDO�DVVRFLDWLRQ��¿JXUH������EHWZHHQ�VWLPXODWLRQ�
and activation. Also account for the CC length and 
its effect on the Po value used in the CC FV relation. 
Thus, the CC FV equation must be written in the form

 CC Velocity = f(CC Force, Activation,  

� � DQG�/HQJWK�� �����

Again, for t  ����WKH�VWLPXODWLRQ�DQG�DFWLYDWLRQ�HTXDO�
zero, so the CC is “passive” and producing no force. 
The equation will therefore work on the “zero acti-
vation” CC FV curve and predict a CC velocity of 
zero. Because the SEC has zero force exerted across 
it and the experimental conditions call for a constant 
muscle length, the SEC and CC are both isometric.

3. 8VH�WKH�SUHGLFWHG�&&�YHORFLW\�IURP�VWHS���WR�SUHGLFW�
the CC length at the next time increment. This numer-
ical integration allows the simulation to progress from 
one time point to the next (in this case, from t  ���
to t  �����)RU�WKH�VLPXODWLRQ�WR�EH�DFFXUDWH��WKH�WLPH�
LQFUHPHQWV�PXVW�EH�VPDOO������PV�LQ�WKLV�H[DPSOH���
This is the same integration process described in 
FKDSWHU����IRU�PRYHPHQW�VLPXODWLRQ�

 CC Length = CC Velocity dt� � �����

With the CC velocity at zero at the beginning of the 
contraction, the CC length change is also equal to 
zero.

4. 8VH�WKH�SUHGLFWHG�&&�OHQJWK�IURP�VWHS���WR�HVWLPDWH�D�
new SEC length for the next time point (t  �����+HUH��
use the muscle length input from the calling subrou-
tine along with the predicted CC length. Because 
the CC and SEC are in series and make up the total 
muscle length,

� 6(&�/HQJWK� �0XVFOH�/HQJWK�í�&&�/HQJWK� �����
(continued)
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EXAMPLE 9.1 (CONTINUED)

At t  ����JLYHQ�WKH�&&�DQG�6(&�G\QDPLFV�GHVFULEHG�
LQ�VWHSV���WKURXJK����WKLV�VWHS�ZLOO�SUHGLFW�WKH�VDPH�
SEC length as before (SEC unloaded, force = zero).

5. With the new SEC length for the next time point from 
VWHS����UHWXUQ�WR�VWHS���ZLWK�WKH�WLPH�LQFUHPHQW�VKLIWHG�
to t  ����7KH�VWHSV�LQ�WKH�PRGHO�DOJRULWKP�DUH�UHSHDWHG�
continuously until t  ������WR�JLYH�YDOXHV�IRU�&&�IRUFH��
CC length, CC velocity, and SEC length at each time 
step throughout the entire contraction sequence. These 
values are consistent with the equations that dictate 
the behavior of each component of the Hill model.

+RZ�GRHV�WKLV�DOJRULWKP�SURGXFH�IRUFH�SUR¿OHV�FRQVLV-
tent with experimental results such as those in an isometric 
twitch or tetanus? As the time moves forward from t = 
���VRRQ�WKH�WLPH�LQFUHPHQW�UHSUHVHQWLQJ�WKH�VWLPXODWLRQ�
SXOVH�LV�UHDFKHG��VWLPXODWLRQ�EHFRPHV���LQVWHDG�RI�]HUR���
The stimulation pulse produces a nonzero activation level 
that puts the CC on a submaximal FV relationship, and the 
HTXDWLRQ�LQ�VWHS���QRZ�SUHGLFWV�D�QRQ]HUR�&&�VKRUWHQLQJ�
YHORFLW\��:KHQ�WKH�&&�YHORFLW\�LV�LQWHJUDWHG��VWHS�����WKH�
&&� OHQJWK� EHFRPHV� VKRUWHU�� ,Q� VWHS� ��� WKLV� VKRUWHU�&&�
length results in SEC lengthening. The longer SEC length 
LV�IHG�EDFN�LQWR�VWHS���DQG�WKHUHIRUH�SUHGLFWV�D�QRQ]HUR�
SEC force. The CC force (equal to the SEC force) goes 
IRUZDUG�LQWR�WKH�&&�)9�HTXDWLRQ�LQ�VWHS����DORQJ�ZLWK�WKH�
new activation level. This predicts a new CC velocity that 
LQ�WXUQ�SURGXFHV�PRUH�VKRUWHQLQJ�RI�WKH�&&��VWHS����DQG�D�
ORQJHU�6(&�OHQJWK��VWHS�����7KH�F\FOH�UHSHDWV�DV�VWLPXODWLRQ�
and activation change, and CC force climbs as the activa-
tion level increases. In the tetanus, the activation becomes 

maximal and stays there, resulting in a continuous rise 
in force along with a continually lengthening SEC and 
shortening CC (as force rises). When the force plateaus 
at the Po level for the current CC length, the CC and SEC 
both become static, with the SEC extended and the CC at a 
shortened length. For the twitch condition, the stimulation 
becomes zero after the pulse, which causes the activation 
to fall back to zero. This activation drop causes another 
set of changes through the submaximal FV relationships 
VHHQ�LQ�VWHS����UHVXOWLQJ�LQ�&&�DQG�6(&�G\QDPLFV�WKDW�
produce the characteristic twitch force response.

Implement this technique by writing the computer 
code for the general muscle model and then testing the 
PRGHO�XVLQJ�D�FDOOLQJ�VXEURXWLQH�VHW�XS�WR�PLPLF�D�VSHFL¿F�
muscle under isometric twitch and tetanus conditions. 
The model subroutine should replicate these well-known 
force responses. Once the model has passed these valida-
tion tests, other well-documented conditions should be 
implemented (e.g., trains of stimulation pulses at different 
frequencies to produce unfused and fused tetanus, isove-
locity contractions at different shortening and lengthening 
speeds, inertial contractions with different inertial loads). 
The model should also react correctly when the model 
parameters are altered (i.e., slow-twitch vs. fast-twitch 
dynamic constants, alteration of Po, location of Lo, and 
so on). After demonstrating the validity of the model, 
move on to the more challenging task of implementing 
the model subroutine within a musculoskeletal model in 
ZKLFK�HDFK�PXVFOH�RI�LQWHUHVW�LV�UHSUHVHQWHG�E\�D�VSHFL¿F�
YHUVLRQ�RI�WKH�JHQHUDO�+LOO�PXVFOH�PRGHO��VHH�FKDSWHU����
for more information on musculoskeletal modeling).

MUSCLE-SPECIFIC  
HILL MODELS
,Q�FKDSWHU����WKH�FRQFHSW�RI�UHVXOWDQW�MRLQW�PRPHQWV�ZDV�
presented in the description of inverse dynamics move-
PHQW�DQDO\VLV��'XULQJ�D�PRYHPHQW�VHTXHQFH��WKH�MRLQW�
moments represent the calculated rotational kinetics that 
must have been present to generate the observed motion 
of body segments. This calculation implies that a separate 
entity is responsible for the moment at each joint involved 
in the motion. In reality, the human body consists of a 
multitude of individual muscles that span one or more 
joints of the rigid, bony skeleton. For example, the human 
lower extremity can be represented as a series of articu-
ODWLQJ�ERQHV��SHOYLV��IHPXU��WLELD��¿EXOD��FDOFDQHXV��WDOXV��
and other bones of the foot). The bones form the basis 
for modeling the body as a set of linked rigid segments. 
Overlying these bones are individual muscles (such as 
vastus lateralis, tibialis anterior, and soleus) that pro-

duce the forces that cause the resultant joint moments 
and, therefore, the movement of the skeleton and body 
segments. As discussed in chapter 8, muscle forces are 
produced in response to control signals arising from 
and delivered by the nervous system. Inverse dynamics 
modeling allows one to estimate the resultant moment 
at a joint that arises in response to the sum total of all 
muscle forces, but it cannot resolve the joint moment 
into individual muscular forces.

If the body is viewed as a mechanical system, it is clear 
that the system is redundant in that it has more muscles 
than are necessary to produce any given lower-extremity 
joint moment. For example, only one muscle is needed 
WR�SURGXFH�D�ÀH[RU�PRPHQW�DW�WKH�NQHH��EXW�WKH�KXPDQ�
body has multiple muscles (biceps femoris, semitendi-
nosus, semimembranosus, gastrocnemius, popliteus) that 
directly produce this moment. Exactly why the system 
is overdetermined is a matter of some debate among 
PRYHPHQW� VFLHQWLVWV� LQ� WKH�¿HOGV�RI�ELRPHFKDQLFV�DQG�



Muscle Modeling _�217

motor control. Other questions of interest include why 
some muscles are biarticular (span two adjacent joints) 
whereas others are monoarticular (van Ingen Schenau 
�������ZK\�VRPH�PXVFOHV�KDYH�ORQJ��WKLQ�WHQGRQV�ZKHUHDV�
RWKHUV� KDYH� VKRUW�� WKLFN� RQHV� �%LHZHQHU� DQG�5REHUWV�
������&DOGZHOO��������DQG�ZKDW�FRQWULEXWLRQV�LQGLYLGXDO�
PXVFOHV�PDNH�GXULQJ�VSHFL¿F�PRYHPHQWV��$QGHUVRQ�DQG�
3DQG\�������=DMDF�HW�DO��������������

To fully understand skeletal movement during a 
movement sequence, it would be useful to measure the 
muscle control signals, the resulting muscle forces and the 
moments they provide at each joint, and the movement 
of each body segment. Although EMG data can be used 
to estimate the muscle control signals in some cases and 
body segment motion is routinely measured, with today’s 
technology one cannot easily measure muscle forces 
directly in humans. In this context, muscle models can 
enhance our understanding of musculoskeletal function 
LQ�VHYHUDO�ZD\V��5RWDWLRQDO�PXVFOH�PRGHOV�UHSUHVHQWLQJ�
the properties of all muscles crossing a joint can be useful 
either in understanding calculated joint moment patterns 
or as simple torque generators in forward dynamics 
VLPXODWLRQ�PRGHOV� �FKDSWHU� �����$OWHUQDWLYHO\��PXVFOH�
PRGHOV�FDQ�EH�XVHG�WR�UHSUHVHQW�WKH�IXQFWLRQ�RI�VSHFL¿F�
individual muscles, including biarticular muscles that may 
be important for coupling the actions of adjacent joints. 
'LUHFW�PXVFOH�IRUFH�PHDVXUHPHQW�LV�SRVVLEOH�LQ�DQLPDOV��
and this approach has been used to investigate the force 
predictions from muscle models (e.g., Herzog and Leonard 
������3HUUHDXOW� HW� DO�� �������7KHUH� DUH� LVRODWHG�KXPDQ�
examples of direct muscle force measurement (e.g., Gregor 
HW�DO��������.RPL�HW�DO���������EXW�VXFK�LQYDVLYH�WHFKQLTXHV�
DUH�XQOLNHO\�WR�¿QG�ZLGH�XVH�LQ�KXPDQ�VXEMHFWV�

Therefore, researchers have learned to construct mus-
culoskeletal models of the entire movement system (e.g., 
$QGHUVRQ�DQG�3DQG\�������*HUULWVHQ�HW�DO���������ZLWK�
+LOO�PRGHOV�UHSUHVHQWLQJ�VSHFL¿F�LQGLYLGXDO�PXVFOHV�RI�
importance. Each individual Hill model must be tailored 
to the anatomical and functional characteristics of the 
VSHFL¿F�PXVFOH�LW�UHSUHVHQWV��6RPH�RI�WKHVH�FKDUDFWHU-
istics are geometrical in nature, associated with the 
location of the muscle with respect to the skeleton and 
joints that it crosses (e.g., origin, insertion, movement 
path, moment arms). Other characteristics determine the 
IRUFH�JHQHUDWLRQ�SRWHQWLDO�RI�VSHFL¿F�PXVFOHV��GLFWDWHG�E\�
muscle morphological characteristics and exact mechani-
cal properties. Here we focus on the latter, with the 
geometrical aspects of muscle modeling being covered 
LQ�PRUH�GHSWK�LQ�FKDSWHU�����0XVFXORVNHOHWDO�0RGHOLQJ�

Muscle Architecture
Each muscle is unique in its morphological characteristics 
and its ability to produce force under different situa-
tions. A variety of studies have linked the morphological 

and physiological characteristics of muscles with their 
mechanical properties, so estimates of appropriate values 
for muscle models can be made from measurable physi-
ological characteristics. Together, the characteristics that 
LQÀXHQFH� WKH�PHFKDQLFDO� IRUFH�SURGXFLQJ�SURSHUWLHV� RI�
muscle are known as muscle architecture. Certain archi-
tectural parameters can be used to characterize individual 
muscles for modeling purposes, including pennation angle, 
SK\VLRORJLFDO�FURVV�VHFWLRQDO�DUHD��¿EHU�OHQJWK��¿EHU�W\SH�
composition, tendon length, and tendon elasticity. These 
architectural elements are important because they affect 
the mechanical properties of the Hill model CC and SEC.

Pennation Angle
Muscles are sometimes characterized according to the 
GLUHFWLRQ�LQ�ZKLFK�WKHLU�¿EHUV�DUH�RULHQWHG��7KH�¿EHUV�RI�
fusiform muscles run in the same direction as their tendon, 
parallel to a line joining the muscle origin and insertion. 
,Q�FRQWUDVW��SHQQDWH�PXVFOHV�KDYH�¿EHUV�RULHQWHG�DW�DQ�
angle to the tendon, and therefore they produce force 
with vector components both parallel and perpendicular 
to the tendon. The obvious geometric consequence of 
this pennation angle, "p��LV�WKDW�ZKHQ�WKH�¿EHUV�SURGXFH�
X newtons of force, only X cos "p newtons are transmitted 
via the tendon to the connected bones. If the angle "p is 
VPDOO��WKLV�HIIHFW�LV�QRW�GUDPDWLF��H�J���FRV����� ���������
+RZHYHU�� LQ� VRPH� VLWXDWLRQV� �VKRUW� ¿EHU� OHQJWKV�� YHU\�
FRPSOLDQW�DSRQHXURVLV���WKH�¿EHUV�URWDWH�DQG�WKH�SHQQDWLRQ�
DQJOH�LQFUHDVHV�GUDPDWLFDOO\�DV�¿EHU�IRUFH�LQFUHDVHV��VR�
WKH�DELOLW\�RI�WKH�¿EHUV�WR�SURYLGH�IRUFH�LQ�WKH�LQWHQGHG�
direction may be severely compromised. Also important 
LQ�SHQQDWH�PXVFOHV�LV�WKH�SKHQRPHQRQ�RI�¿EHU�SDFNLQJ��$�
SHQQDWH�PXVFOH�KDV�VKRUWHU�¿EHUV�WKDQ�D�IXVLIRUP�PXVFOH�
RI�HTXDO�YROXPH��EXW�PRUH�RI�WKH�¿EHUV�DUH�DUUDQJHG�LQ�
parallel. Thus, the pennate muscle can produce more 
force than a similar fusiform muscle, which suggests that 
pennate muscles are designed for high force production.

Cross-Sectional Area
7KH�FRQFHSW�RI�¿EHU�SDFNLQJ�FDQ�EH�XQGHUVWRRG�E\�FRQ-
sidering the arrangement of sarcomeres within a muscle. 
6DUFRPHUHV�DUUDQJHG�LQ�VHULHV��VXFK�DV�LQ�D�VLQJOH�P\R¿-
bril, transmit force only to the extent that each individual 
VDUFRPHUH�FDQ�VXSSRUW��,I�HDFK�VDUFRPHUH�SURGXFHV���1�
RI�IRUFH������VDUFRPHUHV�LQ�VHULHV�ZRXOG�SURGXFH�D�WRWDO�
RI���1��,Q�FRQWUDVW��VDUFRPHUHV�DUUDQJHG�LQ�SDUDOOHO�HDFK�
transmit their own force so that the more sarcomeres 
there are in parallel, the greater the force transmitted. 
7KH� VDPH����� VDUFRPHUHV� DUUDQJHG� LQ� SDUDOOHO� FRXOG�
SURGXFH�D�WRWDO�IRUFH�RI�����1��$�PXVFOH¶V�FURVV�VHFWLRQDO�
DUHD��&6$��LQGLFDWHV�WKH�QXPEHU�RI�¿EHUV�LQ�SDUDOOHO�DQG�
thus can be used as an indicator of the muscle’s maximal 
force capacity. Several factors must be considered when 
one is predicting a muscle’s force capability in this way.
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One of these factors is muscle shape, because the 
muscle belly’s girth is often larger than the girth at either 
end. At what point along the length of the muscle do you 
measure the CSA? One possibility is to take several girth 
measures in an attempt to get an average CSA. However, 
WKLV�PHWKRG�DVVXPHV�WKDW�DOO�RI�WKH�¿EHUV�UXQ�LQ�SDUDO-
lel and are oriented with respect to the muscle origin 
and insertion, which is not true for pennate muscles. 
To account for pennation angle and the fact that not all 
¿EHUV�UXQ�WKH�HQWLUH�OHQJWK�RI�D�PXVFOH�EHOO\��WKH�WHUP�
physiological cross-sectional area (PCSA) was intro-
GXFHG��+D[WRQ��������3&6$�LV�FDOFXODWHG�E\�GLYLGLQJ�
PXVFOH�YROXPH�E\�¿EHU�OHQJWK��2ULJLQDOO\��3&6$�ZDV�
applicable only to animal or cadaver studies in which 
these measurements were possible. However, the advent 
of new medical imaging techniques makes it possible to 
obtain this information from living human subjects as 
ZHOO��ODWHU�ZH�EULHÀ\�DGGUHVV�WKHVH�PHWKRGV�

Another factor to consider when using the PCSA is 
WKH�PXVFOH�)/�UHODWLRQVKLS��:KHQ�D�PXVFOH�¿EHU�FKDQJHV�
OHQJWK��LWV�LVRPHWULF�IRUFH�FDSDELOLWLHV�DUH�PRGL¿HG�E\�
WKH�DOWHUDWLRQ�LQ�WKH�P\R¿ODPHQW�RYHUODS��$W�ZKDW�PXVFOH�
length should measurements be taken for the calculation 
of PCSA? The obvious answer is the length at which 
WKH�¿EHUV�DUH�DW�Lo, the optimal force-producing length. 
+RZHYHU��LW�LV�GLI¿FXOW�WR�NQRZ�WKH�RSWLPDO�OHQJWK�IRU�
any given muscle, and PCSA data taken from cadavers 
are obtained from muscles in rigor in the anatomical 
SRVLWLRQ��PDNLQJ� LW� KLJKO\�XQOLNHO\� WKDW�¿EHUV� IURP�D�
given muscle would be at optimal length. Considering 
all of the factors outlined in the preceding discussion, 
it is obvious that the maximal isometric force (Po ) 
capabilities of individual human muscles are not well 
established, despite the straightforward observation that 
force production is dependent on muscle size.

Fiber-Type Composition
,W� LV�ZHOO� NQRZQ� WKDW�PXVFOH� ¿EHUV� DQG�PRWRU� XQLWV�
vary in histochemical and mechanical characteristics. 
)RU�PDQ\�PXVFXORVNHOHWDO�PRGHOV�� LW� LV� VXI¿FLHQW� WR�
recognize two types: slow-twitch (ST) and fast-twitch 
�)7��¿EHUV��$�IXUWKHU�GLVWLQFWLRQ�EHWZHHQ�IDWLJDEOH�DQG�
IDWLJXH�UHVLVWDQW�)7�¿EHUV�PD\�EH�ZDUUDQWHG�LQ�PRGHOV�
that consider the consequences of movements of longer 
duration. The importance of the ST-FT dichotomy 
arises from their separate activation time constants and 
)9�FKDUDFWHULVWLFV�DQG�WKH�PRGL¿FDWLRQV�LQ�IRUFH�WLPH�
SUR¿OHV�WKDW�UHVXOW�IURP�WKHVH�GLIIHULQJ�FKDUDFWHULVWLFV��
The time for force to rise during an isometric tetanus 
is longer for an ST muscle than for a comparable FT 
muscle. In isometric twitch conditions, an ST muscle also 
exhibits a reduced peak twitch force as a consequence of 
WKH�GHOD\HG�WLPH�DW�ZKLFK�SHDN�IRUFH�RFFXUV��'LIIHUHQFHV�
EHWZHHQ�67�DQG�)7�¿EHUV�DUH�DOVR�VHHQ�LQ�WKH�UDWHV�RI�

mechanical and metabolic energy expenditure that may 
be computed with metabolic cost models (e.g., Umberger 
HW�DO���������DV�GHVFULEHG�LQ�D�ODWHU�VHFWLRQ�

Fiber-Tendon Morphological 
Characteristics
Each muscle-tendon unit in the human body is unique 
LQ�WKH�UHODWLYH�OHQJWK�RI�WKH�PXVFOH�¿EHUV�FRPSDUHG�ZLWK�
its tendon. This architectural detail dictates the relative 
excursion of each portion during a movement sequence. 
The number of sarcomeres in series determines the length 
RI�WKH�¿EHUV��%HFDXVH�HDFK�VDUFRPHUH�FDQ�VKRUWHQ�DFURVV�
LWV�)/�UDQJH�E\�DERXW�����#P��IURP������WR������#m), the 
total number of sarcomeres in series dictates the maxi-
PDO�H[FXUVLRQ�WKH�¿EHU�FDQ�XQGHUJR��,I�D�¿EHU�FRQWDLQV�
more sarcomeres in series, it can undergo a greater total 
H[FXUVLRQ��7KH�¿EHU�OHQJWK�DOVR�GHWHUPLQHV�WKH�DEVROXWH�
¿EHU� YHORFLW\� GXULQJ� D�PRYHPHQW� DQG� WKHUHIRUH� KDV� D�
VLJQL¿FDQW�LPSDFW�EHFDXVH�RI�WKH�)9�FKDUDFWHULVWLFV�

The length of the tendon is important for similar 
reasons, because of the amount it will extend as force 
is applied across its length. Some tendons are short 
and thick, whereas others are long and slender. These 
morphological features affect overall tendon elasticity 
and seem to be correlated with muscle-tendon func-
tion. For example, more distal extensor muscles of the 
lower extremity often have long, compliant tendons in 
VHULHV�ZLWK�UHODWLYHO\�VKRUW�¿EHUV��7KLV�PXVFOH�WHQGRQ�
morphological characteristic results in relatively larger 
changes in tendon length and therefore smaller changes 
LQ�¿EHU�OHQJWK��7KXV��IRU�D�JLYHQ�MRLQW�PRWLRQ�DQG�PXVFOH�
WHQGRQ�H[FXUVLRQ��WKH�¿EHUV�ZRXOG�XQGHUJR�OHVV�RYHUDOO�
excursion than if the tendon were shorter and stiffer. 
7KLV�GHVLJQ�PHDQV�WKDW�WKH�¿EHUV�FDQ�RSHUDWH�DW�ORZHU�
contractile velocities and therefore can produce a given 
required force at a lower activation level than at a higher 
YHORFLW\��¿JXUH��������,Q�D�UHSHDWHG�F\FOLF�DFWLYLW\�VXFK�
as locomotion, the lower activation level could result 
in reduced metabolic cost. In contrast, more proximal 
muscles tend to have shorter, thicker tendons attached to 
UHODWLYHO\�ORQJ�¿EHUV�WKDW�KDYH�ODUJH�H[FXUVLRQ�FDSDELOL-
ties. It has been suggested that these muscles are ideally 
designed for producing large amounts of mechanical 
ZRUN��EXW�EHFDXVH�RI�KLJKHU�¿EHU�YHORFLWLHV�DQG�D�WHQ-
dency for increased active muscle mass, the mechanical 
work may come at a higher metabolic cost.

Estimating Model Parameters
These differences in morphological characteristics and 
¿EHU�W\SH�FRPSRVLWLRQ�GLFWDWH� WKDW� LQGLYLGXDO�PXVFOHV�
have unique mechanical characteristics. The values used 
ZLWKLQ�PXVFOH�PRGHOV�WR�UHSUHVHQW�VSHFL¿F�SURSHUWLHV�DUH�
known as muscle parameters. Hill model CC, FL and FV, 
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and SEC F!L�SURSHUWLHV�IRU�VSHFL¿F�KXPDQ�PXVFOHV�DUH�
JHQHUDOO\�LQDFFHVVLEOH�GXH�WR�WKH�GLI¿FXOW\�LQ�PHDVXULQJ�
individual muscle forces and the lack of correspondence 
between muscle anatomical structures and the Hill model 
components. Nevertheless, modeling studies in the 
literature report these properties for individual muscle 
actuators, usually estimated from muscle morphologi-
cal and architectural considerations. In this section, we 
examine how the muscle model parameters described 
previously can be estimated for human muscles.

Direct Joint Measurements
)RU�PXVFOH�JURXSV�FURVVLQJ�VSHFL¿F�MRLQWV��WKH�&&�SURS-
erties are sometimes expressed as the torque-angle (T") 
and torque-angular velocity (T$) relations. Measuring 
the torque capabilities under different kinematic condi-
tions can establish these isometric and dynamic relation-
VKLSV�IRU�VSHFL¿F�LVRODWHG�MRLQWV��6XFK�PHDVXUHPHQWV�DUH�
routinely done with an isovelocity dynamometer that can 
control the isometric position or dynamic joint velocity 
while a subject applies maximal effort torque. Proper 
methods for collecting torque-angle and torque–angular 
YHORFLW\�GDWD�DUH�H[SODLQHG�LQ�FKDSWHU����7KH�VXEVHTXHQW�
T" and T$ data can be used to compute model CC 
parameters for a rotational Hill model representing that 
VSHFL¿F�MRLQW��7KH�JHQHUDO�VWUDWHJ\�LV�WR�¿W�WKH�PHDVXUHG�
data to equations that will be used within the rotational 
muscle model. For example, the T$�GDWD�FDQ�EH�¿W�ZLWK�
a rotational Hill equation:

 (T + a)($ + b) = (To���D�E� �����

where T and $ are the measured pairs of torque and 
angular velocity data points, To is the peak isometric 
torque found in the isometric T" data set, and a and 
b are the unknown muscle dynamic Hill parameters. 
$SSOLFDWLRQ�RI�WKLV�HTXDWLRQ�DOORZV�RQH�WR�¿QG�WKH�D�DQG�
E�FRHI¿FLHQWV�WKDW�JLYH�WKH�EHVW�¿W�WR�WKH�PHDVXUHG�T$ 
GDWD��DQG�WKHVH�FRHI¿FLHQWV�FDQ�EH�XVHG�DV�WKH�&&�PRGHO�
parameters representing the T$ relation in the rotational 
+LOO�PRGHO��$�VLPLODU�GDWD�¿WWLQJ�SURFHGXUH�FDQ�EH�XVHG�
with an isometric T" data set using a parabolic equation:

 T = c " � + d"� �����

where T and " are the measured pairs of torque and angle 
data points, and c and d are the unknown muscle T" 
SDUDPHWHUV�WKDW�FDQ�EH�IRXQG�IRU�D�VSHFL¿F�MRLQW�WKURXJK�D�
EHVW�¿W�SURFHGXUH��1RWH�WKDW�DQ\�DSSURSULDWH�HTXDWLRQ�FDQ�
be chosen to represent these T" and T$ characteristics, 
ZLWK�WKH�HTXDWLRQ�FRHI¿FLHQWV�VHUYLQJ�DV�WKH�PXVFXODU�
SDUDPHWHUV��7KH�XQNQRZQ�FRHI¿FLHQWV�IRU�WKH�T" and T$ 
equations can be found easily with common software 
SDFNDJHV�DV�ORQJ�DV�WKHUH�DUH�VXI¿FLHQW�NQRZQ�T" and 
T$ data points; the minimum number of data points 
required will depend on the exact equation being used.

The parameters representing the SEC characteristics 
can be found in the form of individual joint torque-
extension (T!") relationships, using an isovelocity 
dynamometer under high-speed controlled or quick 
UHOHDVH�FRQGLWLRQV��GH�=HH�DQG�9RLJW�������+RI��������
The concept here is that the muscles are loaded in tension 
under isometric conditions and then released to shorten 
rapidly. In the initial loaded phase, the SEC elements 
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 ŸFigure 9.15 Contractile component (CC) force-velocity diagrams illustrate the advantage of slower contractile 
velocities. For a required force RF, the higher contractile velocity V1 would require the muscle to be activated at 
100% (green line) to attain the needed force. However, for the slower contractile velocity V2, the needed force 
could be generated at a submaximal activation level of 30% (black line). Series elasticity can modify the CC 
velocity to permit lower contractile velocities during human movements.
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are stretched by the force produced by the active CC. 
When suddenly released, the force decreases abruptly 
and the SEC returns to the unloaded or slack length. 
After proper corrections for PEC, inertial, and apparatus 
compliance effects, the resulting T!"�GDWD�FDQ�EH�¿W�ZLWK�
an appropriate equation, such as a quadratic:

 T = k!" � ������

where T and !"  are the measured torque and angular 
extension data, and k is the unknown SEC stiffness 
SDUDPHWHU��5HFDOO� WKDW� WKH�6(&�IRUFH�H[WHQVLRQ��)!L) 
relationship is nonlinear in nature, with a compliant 
region at low force giving way to a much stiffer higher 
force region, so it is no surprise that a similar nonlinear 
shape is observed in the joint T!"  data. In some cases a 
two-parameter model with quadratic and linear sections 
JLYHV�D�EHWWHU�¿W�WR�WKH�T!"  data. PEC T!"  properties can 
be found by measuring the passive, nonactivated torque 
response as the dynamometer arm and joint are slowly 
moved through the complete joint range of motion. Again 
an appropriate equation (e.g., quadratic or exponential) 
LV�WKHQ�¿W�WR�WKH�GDWD�WR�JLYH�WKH�3(&�PRGHO�SDUDPHWHUV�

Although isolated joint measurement techniques 
KDYH�IRXQG�ZLGHVSUHDG�XVH�VLQFH�WKH�����V��H�J���:LONLH�
�������PDQ\�RI�WKH�VDPH�OLPLWDWLRQV�WKDW�DSSO\�WR�LQYHUVH�
G\QDPLFV�FDOFXODWLRQV��FKDSWHU����DUH�IRXQG�KHUH�DV�ZHOO��
Multiple muscles and ligaments cross each joint, so it 
LV�GLI¿FXOW�WR�NQRZ�ZKLFK�LQWHUQDO�WLVVXHV�FRQWULEXWH�WR�
the measured joint torque at any given time, position, or 
velocity. The measured torque is the sum total from all 
contributions, and important concepts like synergistic 
and antagonist cocontraction cannot be addressed from 
these measurements alone. Interpretation of the T" 
UHODWLRQVKLS�LV�WKHUHIRUH�FRPSOLFDWHG�EHFDXVH�LW�LV�LQÀX-
enced by a combination of the muscle FL characteristics, 
moment arm–angle patterns, and relative activation 
level for each contributing muscle. Thus, although the 
optimal angle for isometric torque production at a joint 
can be measured, the optimal length for force production 
(Lo)�IRU�VSHFL¿F�KXPDQ�PXVFOHV�LV�JHQHUDOO\�XQNQRZQ��
Similarly, the T$ relations for many joints are routinely 
PHDVXUHG��EXW�WKHVH�DUH�LQÀXHQFHG�E\�D�FRPELQDWLRQ�RI�
the FV, moment arm, and activation characteristics for 
each contributing muscle. The FV relationships for indi-
vidual muscles therefore cannot be attained directly from 
such joint measurements. Considering that contributing 
PXVFOHV�WR�D�JLYHQ�MRLQW�WRUTXH�XVXDOO\�KDYH�XQLTXH�¿EHU�
type composition and skeletal attachment points, they are 
likely to be at different contractile velocities and at differ-
ent places on their FV relations at any measured T$ data 
point. Finally, this isolated joint approach assumes that 
each joint has independent torque generation properties 
and thus ignores the action of biarticular muscles that 
couple the torque capabilities at adjacent joints.

Individual Muscle Parameters
:LWK� WKHVH� GLI¿FXOWLHV�� KRZ� FDQ� VSHFL¿F� LQGLYLGXDO�
human muscle parameters be found? Because of the 
limitations in the rotational joint measurement approach, 
methods for determining the mechanical properties and 
parameters of single human muscles have been investi-
gated. Because these efforts cannot rely on direct force 
DQG�OHQJWK�PHDVXUHPHQWV��WKH\�DOO�FDQ�EH�FODVVL¿HG�DV�
modeling procedures. Here we group them into analyti-
cal, imaging, and computational techniques.

Analytical Techniques
2QH�PHWKRG�XVHG� WR� HVWLPDWH� VSHFL¿F�PXVFOH�SDUDP-
eters entails extrapolating information from animal 
studies and measurable morphological characteristics. 
For example, we can estimate FL characteristics by 
FRQVLGHULQJ�WKH�QXPEHU�RI�VDUFRPHUHV�LQ�VHULHV�LQ�D�¿EHU�
DQG�WKH�NQRZQ�OHQJWKV�RI�WKLFN�DQG�WKLQ�¿ODPHQWV�DQG�
WKHQ�H[WUDSRODWLQJ�WKH�VDUFRPHUH�)/�UHODWLRQ�WR�WKH�¿EHU�
DV�D�ZKROH��%REEHUW�HW�DO������D���7KLV�PHWKRG�KDV�WKH�
advantage of predicting the optimal CC force length, Lo. 
However, there are relatively few estimates of sarcomere 
number for any given human muscle, and this value may 
widely vary between individuals. Another method for 
estimating FL parameters is to extend animal results 
�:RLWWLH]�HW�DO��������WR�KXPDQV�EDVHG�RQ�WKH�index of 
architecture �,D��RI�D�PXVFOH��ZKLFK� LV�GH¿QHG�E\� WKH�
UDWLR�RI�¿EHU�OHQJWK�WR�PXVFOH�EHOO\�OHQJWK��,Q�JHQHUDO��
WKH�SHQQDWLRQ�DQJOH�GLFWDWHV�WKH�OHQJWK�RI�PXVFOH�¿EHUV�
relative to the muscle belly length. Woittiez and col-
leagues found a strong association between the width of a 
muscle’s FL characteristics and its Ia, with higher Ia (i.e., 
less pennate) values indicating a wider FL relationship. 
However, with this method the exact Lo length and the 
physiological range of the FL relationship in which the 
muscle operates are both unknown. In similar fashion, 
FV properties can be estimated from morphological and 
¿EHU�W\SH�FRQVLGHUDWLRQV��$QLPDO�VWXGLHV�LQGLFDWH�WKDW�
the dynamic constants a and b that shape the Hill rect-
DQJXODU�K\SHUEROD�DUH�UHODWHG�WR�WKH�¿EHU�W\SH�SUR¿OH�RI�
a muscle. This can be observed by contrasting the force 
ULVH�WLPH�SUR¿OH� LQ�PXVFOHV� FRPSRVHG�SUHGRPLQDQWO\�
RI� VORZ�WZLWFK�RU� IDVW�WZLWFK�¿EHUV��5HVHDUFKHUV�KDYH�
therefore extrapolated from animal studies and used 
¿EHU�W\SLQJ�WR�HVWLPDWH�WKH�YDOXHV�RI�D�DQG�E�IRU�VSHFL¿F�
KXPDQ�PXVFOHV��%REEHUW�HW�DO������D��

A different approach is to capitalize on the fact that 
biarticular muscles contribute to torque at adjacent joints. 
For example, by measuring isometric joint torque in hip 
ÀH[LRQ�DQG�NQHH�H[WHQVLRQ�DFURVV�D�UDQJH�RI�GLIIHUHQW�
joint positions, one can estimate the FL characteristics 
of the rectus femoris muscle that contributes to both joint 
WRUTXHV��+HU]RJ�DQG�WHU�.HXUV��������7KHRUHWLFDOO\��WKLV�
approach can be applied for any muscle that crosses two 
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joints. However, sets of multiple biarticular muscles that 
link not two but three adjacent joints can complicate the 
procedure, such as the gastrocnemius and hamstrings 
PXVFOHV��ZKLFK�ERWK�FRQWULEXWH�WR�NQHH�ÀH[LRQ�EXW�DOVR�
SDUWLFLSDWH�LQ�DQNOH�SODQWDU�ÀH[LRQ�DQG�KLS�H[WHQVLRQ��
respectively. Although this approach may have limited 
experimental application, it is the conceptual foundation 
for computational techniques (described subsequently) 
WKDW�XVH�GDWD�IURP�PXOWLSOH�MRLQWV�WR�¿QG�WKH�SDUDPHWHUV�
from an ensemble set of muscles that cross these joints 
�H�J���*DUQHU�DQG�3DQG\�������

Imaging Techniques
A relatively recent development in our ability to predict 
VXEMHFW�� DQG�PXVFOH�VSHFL¿F�PRGHO� SDUDPHWHUV� LV� WKH�
use of medical imaging technology such as magnetic 
UHVRQDQFH�LPDJLQJ��05,��DQG�XOWUDVRXQG�LPDJLQJ��7KH�
research applications of these methods have increased 
as these instruments have become more commonplace 
and accessible, and their uses are likely to expand in the 
future. These imaging tools are critical for advancing 
the use of muscle models into clinical practice where 
VXEMHFW�VSHFL¿F�PRGHO�FKDUDFWHULVWLFV�DUH�D�QHFHVVLW\�

05,�FDQ�EH�XVHG�WR�REWDLQ�VXEMHFW�VSHFL¿F�LPDJHV�
of internal musculoskeletal anatomy such as bones, 
ligaments, and muscles (e.g., Hasson, Kent-Braun, and 
&DOGZHOO�� �������8QOLNH� ROGHU�PHWKRGV� VXFK� DV�;�UD\�
WHFKQRORJ\��05,�JLYHV�H[FHOOHQW�UHVROXWLRQ�RI�VRIW�WLVVXHV�

and does not put the subject at risk as a result of radiation 
exposure. Sagittal, frontal, and transverse plane images 
of segmental anatomy allow a host of measurements 
useful for characterizing muscle morphological features 
and musculoskeletal geometry. These images typically 
XVH�D�¿HOG�RI�YLHZ�a����WR�����PP�LQ�OHQJWK�DQG�ZLGWK�
WKDW�LV�FDSWXUHG�LQ�D�����%�����RU������%������SL[HO�
grid, yielding high-resolution digital images for analysis 
�¿JXUH��������$�VHULHV�RI�WUDQVYHUVH�RU�D[LDO�LPDJHV�FDQ�
EH�XVHG�WR�PHDVXUH�VSHFL¿F�PXVFOH�OHQJWK��YROXPH��DQG�
average CSA. Typically these axial images are separated 
E\�a��WR����PP�DQG�DUH�WDNHQ�WKURXJKRXW�WKH�OHQJWK�RI�
D�ERG\�VHJPHQW�RU�OLPE��6SHFL¿F�PXVFOHV�RI�LQWHUHVW�DUH�
LGHQWL¿HG�DQG�RXWOLQHG�ZLWK�GLJLWDO�FRPSXWHU�WHFKQLTXHV�
to allow calculation of the muscle CSA on that particular 
image. This procedure is repeated for the entire set of 
axial images that span the complete length of the muscle. 
By computing the centroid of the muscle area in each 
axial image, one can easily compute the muscle length 
from the entire set of images. Likewise, the muscle 
volume can be calculated from the set of individual CSA 
values and the interslice spacing. The volume and length 
data can then be used to compute the average cross-
sectional area of the muscle and can be combined with 
¿EHU�OHQJWK�LQIRUPDWLRQ�WR�FRPSXWH�3&6$��$Q�DGGHG�
IHDWXUH�RI�05,� LV� WKH� DELOLW\� WR�GLIIHUHQWLDWH�EHWZHHQ�
muscle and fat tissue based on pixel intensity, which 
allows the calculation of fat-free mass, area, and volume 
and gives a better indication of the amount of contractile 
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 ŸFigure 9.16 Examples of magnetic resonance images. (a) Transverse plane image of lower leg, highlighting 
the cross-sectional area of the dorsiflexor muscles (DF), soleus (SO), and both heads of the gastrocnemius (GA).
(b) Sagittal plane image of ankle joint, with dorisiflexor and plantarflexor moments arms (DF MA, PF MA) indicated.
5HSULQWHG��E\�SHUPLVVLRQ��IURP�&�-��+DVVRQ�DQG�*�(��&DOGZHOO��������³(IIHFWV�RI�DJH�RQ�PHFKDQLFDO�SURSHUWLHV�RI�GRUVLÀH[RU�DQG�SODQWDUÀH[RU�
muscles,” Annals of Biomedical Engineering���������������

a b
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WLVVXH�DYDLODEOH�IRU�IRUFH�SURGXFWLRQ��2WKHU�05,�EDVHG�
WHFKQLTXHV�OLNH�GLIIXVLRQ�WHQVRU�LPDJLQJ��'7,��SHUPLW�
RQH� WR� HQYLVLRQ� ��'� SDWKV� RI�PXVFOH� IDVFLFOHV�� 6XFK�
techniques may allow the development of more precise 
��'�DQDWRPLFDO�PRGHOV�DQG�FRXOG�EH�XVHG�WR�JLYH�PRUH�
accurate pennation angle data for existing Hill models. 
)LQDOO\��VDJLWWDO�DQG�IURQWDO�05,�LPDJHV�DUH�XVHIXO�IRU�
PHDVXULQJ� VXEMHFW�VSHFL¿F�PXVFXORVNHOHWDO� JHRPHWU\�
such as muscle moment arms or for scaling model data 
from computer software such as SIMM to individual 
subjects.

Another technology that is effective for identifying 
VXEMHFW�VSHFL¿F�PXVFOH� FKDUDFWHULVWLFV� LV� XOWUDVRXQG�
LPDJLQJ� �H�J���+DVVRQ��0LOOHU�� DQG�&DOGZHOO�� �������
Internal longitudinal images of skeletal muscles can 
be recorded with an ultrasound surface probe and then 
UHFRUGHG�DV�GLJLWDO�YLGHR�¿OHV�IRU�VXEVHTXHQW�PHDVXUH-

ment and analysis. Ultrasound images have been used to 
measure muscle thickness, fascicle length and velocity, 
DQG�¿EHU�SHQQDWLRQ�DQJOH�� DOO�RI�ZKLFK�DUH�XVHIXO� IRU�
assessing CC characteristics. For example, muscle thick-
ness can be used to indicate the CC isometric strength, 
because it is highly correlated with muscle volume 
�0L\DWDQL� HW� DO�� �������&XUUHQWO\� WKH�PRVW� SUHYDOHQW�
use of ultrasound in biomechanics is to assess the com-
pliance of the series elastic structures, such as tendon 
DQG�DSRQHXURVLV��¿JXUH��������,Q�ROGHU�OLWHUDWXUH��VLPSOH�
measurements of tendon CSA and length were used to 
estimate SEC compliance, even though it is incorrect to 
consider the tendon as the sole contributor to the SEC. 
Ultrasound imaging allows in vivo dynamic measure-
PHQW�RI�LQWHUQDO�PXVFOH�¿EHU��DSRQHXURVLV��DQG�WHQGRQ�
length changes with alterations in external force. Series 
elasticity can therefore be studied in detail by observing 
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 ŸFigure 9.17 (a) Ultrasound image of ankle plantar flexors at rest. Digital reference markers at the top do 
not move when the underlying muscles produce force, but similar markers on the aponeurosis in the middle 
are displaced to the right as contractile force deforms series elastic elements. (b) At maximum voluntary force 
(MVC), the aponeurosis markers have been displaced by more than 1 cm. (c) During a slow voluntary isometric 
contraction, torque is measured simultaneously with the ultrasound measurements, which permits construction 
of a torque-extension relation that characterizes series elasticity, shown in d.
5HSULQWHG��E\�SHUPLVVLRQ��IURP�&�-��+DVVRQ��5�0��0LOOHU��DQG�*�(��&DOGZHOO��������³&RQWUDFWLOH�DQG�HODVWLF�DQNOH�MRLQW�PXVFXODU�SURSHUWLHV�LQ�
young and older adults,” PLoS ONE�������H�������8VHG�XQGHU�D�&UHDWLYH�&RPPRQV�$WWULEXWLRQ�6KDUH$OLNH�OLFHQVH��KWWS���FUHDWLYHFRPPRQV�RUJ�
OLFHQVHV�E\�VD�����
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how selected points on the deep aponeuroses or tendon 
move as the muscular state changes from inactive to 
maximum voluntary force in an isometric contraction on 
a dynamometer. Ultrasound imaging has also been useful 
LQ� DVVHVVLQJ�PXVFOH�¿EHU� DQG� WHQGRQ� OHQJWK� FKDQJHV�
during movements such as postural sway (Loram et al. 
������ DQG�KDV� LQGLFDWHG� WKDW� WHQGRQ� DQG� DSRQHXURVLV�
may undergo different amounts of elongation but similar 
strain when isometric torque is produced (Arampatzis 
HW�DO��������

Computational Techniques
The analytical and imaging techniques described so 
IDU� DUH� XVHIXO� IRU� GHWHUPLQLQJ� VRPH� VXEMHFW�VSHFL¿F�
muscle parameters, but not all muscle model parameters 
can be assessed with these methods. Thus, some model 
SDUDPHWHUV�FDQ�EH�HVWLPDWHG�ZLWK�D�GHJUHH�RI�FRQ¿GHQFH��
ZKHUHDV� RWKHUV� DUH� LQ� JHQHUDO� XQNQRZQ� IRU� VSHFL¿F�
human muscles. One way to overcome this limitation is 
WR�XVH�DQ�RSWLPL]DWLRQ�DSSURDFK�WR�¿QG�D�VHW�RI�PRGHO�
parameters that can replicate measured experimental 
GDWD� �*DUQHU� DQG�3DQG\� ������*HUULWVHQ� HW� DO�� ������
+DVVRQ� DQG�&DOGZHOO�� �������7KH� FRQFHSW� LV� VWUDLJKW-
IRUZDUG��XVH�H[SHULPHQWDO�WHFKQLTXHV�WR�GH¿QH�MRLQW�T", 
T$, and T!" relationships for a subject, and then use a 
musculoskeletal model to replicate these relations, using 
FRPSXWDWLRQDO�RSWLPL]DWLRQ�DOJRULWKPV�WR�¿QG�WKH�VHW�RI�
PXVFOH�PRGHO�SDUDPHWHUV�WKDW�JLYH�WKH�EHVW�¿W�EHWZHHQ�
the experimental and musculoskeletal model data.

)RU�H[DPSOH��DVVXPH� WKDW�¿YH�PXVFOHV�DUH� UHVSRQ-
sible for the moment produced at a given joint. Using 
a musculoskeletal model that includes Hill models to 
UHSUHVHQW�HDFK�PXVFOH��ZH�FDQ�¿QG�IRUFH�DQG�PRPHQW�
estimates for each muscle model for a given isometric 
MRLQW�SRVLWLRQ��6XPPLQJ�WKH�¿YH�PXVFOH�PRGHO�PRPHQWV�
yields a model joint torque estimate for that position. By 
repeating this process in other isometric positions across 
a full range of joint motion, we can form a model torque-
angle (T"M) relationship. Then, an optimization algorithm 
and the actual measured joint torque-angle data can be 

XVHG�WR�¿QG�WKH�EHVW�YDOXHV�IRU�WKH�)/�SDUDPHWHUV��H�J���
Po, Lo, FL parabola width) for each muscle model. The 
RSWLPL]DWLRQ�SURFHGXUH�ZRXOG�EH�IRUPXODWHG�WR�¿QG�WKH�
model FL parameter values for each muscle that gives 
WKH�EHVW�¿W�EHWZHHQ�PHDVXUHG�DQG�PRGHO�WRUTXH�DQJOH�
relationships (i.e., one that minimizes the difference 
between T" and T"M). This same method can be used to 
¿QG�RWKHU�PXVFOH�SDUDPHWHUV�E\�¿WWLQJ�PRGHO�T$M and 
T!"M relations to experimental joint T$ and T!" data, 
respectively. Here the parameters to be optimized would 
EH�WKH�G\QDPLF�FRQVWDQWV�D�DQG�E�WKDW�LQÀXHQFH�WKH�PRGHO�
T$M relationship and the SEC stiffness characteristics 
that determine the T!"M relation.

This computational approach can be augmented by 
the use of data drawn from imaging or analytical tech-
niques. Such a “hybrid” method can take several forms. 
For example, some parameters can be based directly on 
05,�DQG�LQFOXGHG�DV�NQRZQ�YDOXHV�LQ�WKH�RSWLPL]DWLRQ�
DOJRULWKP� WKDW� VHHNV� WR�¿QG� WKH� UHPDLQLQJ� XQNQRZQ�
parameters. Alternatively, data from imaging or ana-
lytical techniques can be used to form boundaries for 
the possible solutions from the optimization algorithm. 
Examples of selected muscle parameters drawn from the 
OLWHUDWXUH�DUH�VKRZQ�LQ�WDEOH������7KHVH�GDWD�RULJLQDWH�
from a number of different sources, which is undoubtedly 
one of the reasons for the wide range of values found 
for some parameters. This large variation establishes 
the importance of developing methods to attain subject-
specific parameter values. Furthermore, simulation 
models and muscle force estimates have been shown to 
be sensitive to some muscle model parameters (Scovil 
DQG�5RQVN\��������6HQVLWLYLW\�DQDO\VLV�LV�GLVFXVVHG�LQ�
PRUH�GHWDLO�LQ�FKDSWHU����

BEYOND THE HILL MODEL
Although the Hill model is arguably the most prevalent 
model used today in biomechanics research, many 
important aspects of muscular function have been uncov-
ered that cannot be explained by, or that even contradict, 
the predictions of the Hill model. These shortcomings 

Table 9.2 Human Muscle Parameters

Muscle Po (N) Lo (mm) Pennation ! (º)
Tendon, unloaded 
length (mm)

Gluteus maximus ��������� ������� � ������

Hamstrings ��������� ������� � �������

Vasti ��������� ����� ���� �������

5HFWXV�IHPRULV �������� ����� ���� �������

Soleus ��������� ����� ����� �������

Gastrocnemius ��������� ����� ����� ������



224 ` Research Methods in Biomechanics

of the Hill model are partly due to its scope, because 
it is meant to describe behavior for whole muscle or 
VLQJOH�¿EHUV�XQGHU�³SK\VLRORJLFDO´�FRQWUDFWLOH� OHQJWKV�
and speeds. Therefore, it is not surprising that the Hill 
model is unable to give insight into transient phenomena 
where the time course and magnitude of length changes 
are so small that crossbridges could not attach or detach; 
such experimental data should be addressed with more 
VSHFL¿F�PRGHOV�RI�FURVVEULGJH�PHFKDQLFV��H�J���+X[OH\�
DQG�6LPPRQV� �������$QG� DOWKRXJK� WKH�+LOO�PRGHO� LV�
consistent with FL and FV characteristics that can be 
OLQNHG� WR� WKH�VOLGLQJ�¿ODPHQW� WKHRU\�DQG� WKH�XQGHUO\-
ing generation of force by independent crossbridges, 
it is phenomenological in nature and does not rely on 
WKH� YHULW\� RI� HLWKHU� VOLGLQJ� ¿ODPHQWV� RU� FURVVEULGJH�
mechanics.

Beyond the Hill model, several topics of muscle 
structure and function are of great interest to students 
of muscle mechanics. One such topic is contractile his-
tory, as it has been shown that prior stretch can enhance 
IRUFH�SURGXFWLRQ��H�J���(GPDQ�HW�DO���������ZKHUHDV�SULRU�
VKRUWHQLQJ�FDQ�GHSUHVV� WKH�DELOLW\�RI�PXVFOH�¿EHUV� WR�
SURGXFH�IRUFH��H�J���(GPDQ�������+HU]RJ�HW�DO���������
These empirical phenomena fall outside the predictions 
of the normal Hill model, although there have been 
attempts to include these characteristics in Hill-type 
models. Possible reasons for these force variations with 
prior contractile state have been discussed extensively in 
the muscle physiology literature. Potential explanations 
for these and other force phenomena lie at the level of the 
¿EHUV��VDUFRPHUHV��P\R¿ODPHQWV��RU�FURVVEULGJHV��)RU�
example, one explanation of the stretch-induced force 
enhancement phenomenon is based on the heterogeneity 
of sarcomeres in series and has led to the development 
RI�DQ�LQWHUVDUFRPHUH�G\QDPLFV�PRGHO��0RUJDQ�������

Another topic of interest is the transmission of force 
from the crossbridges to the skeleton, which is often con-
sidered a serial transmission along the active sarcomeres 
RI�D�JLYHQ�¿EHU�WR�WKH�PXVFOH�RULJLQ�DQG�LQVHUWLRQ�YLD�
the tendon. This serial transmission model is based on 
LQGHSHQGHQW�¿EHUV�DFWLQJ�LQ�SDUDOOHO�ZLWK�RWKHUV��+RZ-
ever, there is experimental evidence that lateral force 
WUDQVPLVVLRQ��SHUSHQGLFXODU�WR�WKH�¿EHUV��DOVR�RFFXUV��
meaning that active force can be transmitted by adjacent 
¿EHUV��LQFOXGLQJ�RQHV�WKDW�DUH�SDVVLYH��H�J���+XLMLQJ�������
0RQWL�HW�DO���������,PSURYHG�UHVROXWLRQ�DQG�DGYDQFHV�LQ�
microscopic techniques have highlighted the role of the 
structural proteins desmin and titin in force transmission 
�H�J���*UDQ]LHU�DQG�/DEHLW��������DQG�WKHUH�LV�FRQVLGHU-
able interest in understanding their role in both healthy 
and pathological muscle force production.

2QH�RI� WKH� WHQHWV� RI� WKH� VOLGLQJ�¿ODPHQW� WKHRU\� LV�
that active force production takes place at the inde-
pendent attachment sites where the myosin heads form 

crossbridges to binding sites on actin. Therefore, many 
researchers have studied the dynamics of crossbridge 
formation and subsequent force production (e.g., Huxley 
DQG�6LPPRQV��������0XFK�RI�WKLV�HDUO\�ZRUN�LQIHUUHG�
the behavior of a single crossbridge using molecular 
PRGHOV��+RZHYHU��DGYDQFHV�LQ�WKH�¿HOG�RI�VLQJOH�PROHFXOH�
biophysics now allow researchers to directly observe 
the behavior of a single crossbridge. These techniques 
can directly quantify the step size and force-generating 
FDSDFLW\�RI�D�VLQJOH�P\RVLQ�PROHFXOH��)LQHU�HW�DO���������
7KH�UHVXOWV�FRQ¿UP�VRPH�DVSHFWV�RI�HDUOLHU�PROHFXODU�
models but also reveal novel molecular behaviors that 
might underlie many fundamental properties. One par-
ticularly exciting area is the ability to directly determine 
the effect of load on the mechanics and kinetics of a 
VLQJOH�FURVVEULGJH��9HLJHO�HW�DO���������7KHVH�DQG�VLPLODU�
techniques are beginning to uncover the molecular basis 
RI�PXVFOH¶V� IRUFH�YHORFLW\� UHODWLRQVKLS� �'HEROG� HW� DO��
������DV�ZHOO�DV�WKH�DIRUHPHQWLRQHG�IRUFH�HQKDQFHPHQW�
REVHUYHG�IROORZLQJ�D�VWUHWFK��0HKWD�DQG�+HU]RJ�������

Although these and other topics concerning muscle 
behavior are of great interest to muscle physiologists 
and biomechanists alike, they form a substantial body 
of knowledge that is outside the scope of this chapter 
and book. Here we limit our discussion to four types 
RI�PXVFOH�PRGHOV�RI�VSHFL¿F�LQWHUHVW�WR�UHVHDUFKHUV�LQ�
biomechanics.

3-D Structural Models
Lumped parameter models like the Hill model use sim-
SOL¿HG�JHRPHWU\�LQ�GHWHUPLQLQJ�PXVFOH�OLQH�RI�DFWLRQ��
length, and moment arm changes when used to represent 
VSHFL¿F�PXVFOHV�LQ�D�PXVFXORVNHOHWDO�PRGHO��VHH�FKDSWHU�
�����7KH�PRGHOV�UHSUHVHQW�WKH�PXVFOH�OLQH�RI�DFWLRQ�E\�D�
series of straight-line segments that link the origin and 
insertion while traveling over via points and wrapping 
VXUIDFHV��7KHVH�PRGHOV�DVVXPH�WKDW�DOO�¿EHUV�XQGHUJR�
the same length changes and have the same moment 
arm, which may not be true in real skeletal muscles 
WKDW�H[LVW�LQ�D���'�ZRUOG��0RUH�GHWDLOHG�LQIRUPDWLRQ�RQ�
muscle geometry will enhance our understanding and 
lead to the development of more accurate muscle force 
and torque predictions. Such a detailed understanding 
RI�PXVFOH� IXQFWLRQ� LV� WKH� JRDO� EHKLQG���'�PRGHOV� RI�
skeletal structure based on high-resolution imaging and 
engineering modeling techniques.

$V�PHQWLRQHG�HDUOLHU�LQ�WKH�VHFWLRQ�RQ�05,��GLIIXVLRQ�
WHQVRU� LPDJLQJ� FDQ� WUDFH� WKH� ��'�SDWKV� RI� LQGLYLGXDO�
PXVFOH�IDVFLFOHV��/DQVGRZQ�HW�DO���������6XFK�GHWDLOHG�
��'�LQIRUPDWLRQ�LV�YDOXDEOH�IRU�YLVXDOL]LQJ�DQG�XQGHU-
VWDQGLQJ�WKH�SDWKV�WKDW�PXVFOH�¿EHUV�WUDYHUVH�ZLWKLQ�D�
muscle and can form the basis of volumetric models of 
muscle that allow quantitative analysis of muscle fascicle 
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DQG�¿EHU� OHQJWK��2QH� VXFK�PRGHOLQJ�PHWKRG� LV�¿QLWH�
element analysis (FEA), a mathematical technique based 
on numerical solution of partial differential equations 
that is useful for examining the structural distribution 
RI���'�VROLGV��,Q�WKH�)($�DSSURDFK��WKH�PXVFOH�LV�UHS-
UHVHQWHG�DV�D�YHU\�ODUJH�QXPEHU�RI�VPDOO�¿QLWH�VXEUH-
gions or elements. The elements are given mechanical 
characteristics (e.g., shear and compressive stiffness, 
or viscoelastic properties) that are representative of 
the muscle and tendon being modeled. The quasi-static 
model can be used to indicate the distribution of stresses 
and displacements within the muscle as the joint or joints 
that it crosses are placed in different positions or as the 
muscle force conditions change.

Construction of an FEA muscle model starts with 
D� UHSUHVHQWDWLRQ�RI� WKH�PXVFOH���'�VXUIDFH�DQG�VKDSH�
determined from a high-resolution imaging technique 
VXFK�DV�05,��%HFDXVH�PXVFOH�VKDSH�LQ�YLYR�LV�SDUWLDOO\�
determined by the surrounding anatomical structures 
(typically FEA models of bones), ligaments and other 
muscles are constructed simultaneously to form the basis 
for changes in muscle shape in different joint positions. 
7KH���'�PXVFOH�VKDSH�WKHQ�XQGHUJRHV�D�PHVKLQJ�SURFH-
dure that sections the muscle into discrete solid elements 
of known geometrical shape (e.g., hexahedrons) with 
internal nodes that link the elements together. Elements 
are given structural elastic or viscoelastic properties, 
with different stress-strain or strain rate characteristics 
for elements that represent muscle and tendon tissue. The 
model can then be solved under different force condi-
tions to examine how the individual elements react in 
terms of stress and strain distribution. Further insight 
can be gained by linking a set of individual elements that 
IRUP�WKH�GLUHFWLRQ�DQG�SDWK�RI�PXVFOH�¿EHUV�IURP�WKH�
UHDO�PXVFOH�VSHFLPHQ��%OHPNHU�DQG�'HOS��������������
By quantifying the position and length of these virtual 

PRGHO�¿EHUV�DW�GLIIHUHQW�MRLQW�SRVLWLRQV��ZH�FDQ�VWXG\�WKH�
KHWHURJHQHLW\�RI�ZLWKLQ�PXVFOH�¿EHU�GLVWULEXWLRQ��7KLV�
approach also allows the determination of moment arms 
DW�D�MRLQW�IRU�GLIIHUHQW�¿EHUV�ZLWKLQ�WKH�PXVFOH�DQG�WKH�
study of variation in these moment arms with changes 
LQ�MRLQW�SRVLWLRQ��¿JXUH�������

Linear Engineering Muscle 
Models
A common engineering modeling approach uses 
rheological elements with relatively simple properties 
to model materials with more complex structure and 
mechanical response characteristics. One common 
model element is the Hookean spring, a purely elastic 
body whose properties are completely described by its 
stiffness k, which is the slope of its linear force-extension 
relationship. Another element is the Newtonian body, 
commonly called a dashpot or damper, characterized by 
LWV�YLVFRVLW\�FRHI¿FLHQW�&, which is the slope of its linear 
force-strain rate relation. These model elements and their 
FKDUDFWHULVWLF�SURSHUWLHV��¿JXUH�������FDQ�EH�XVHG�LQ�D�
simple muscle model that can produce realistic force-
time histories under certain kinematic and activation 
conditions. Mimicking the Hill model, this engineering 
model has a contractile component (CC) in series with 
an elastic component (SEC), but these components have 
linear properties rather than the nonlinear relationships 
found in the Hill model.

In this model, the CC consists of an active force gen-
erator Fm�LQ�SDUDOOHO�ZLWK�D�YLVFRXV�GDVKSRW��¿JXUH��������
The force generator Fm represents the CC active state 
capability, or maximal isometric CC force. If unopposed, 
when it produces force the CC tends to shorten, causing 
reduction of the CC length x. The dashpot will resist this 
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 ŸFigure 9.18 (a) 3-D model of hip flexor muscles psoas (green fibers) and iliacus (gray fibers). (b) Hip flexion 
moment arms for psoas and (c) iliacus as predicted by the model for different fiber bundles. Solid black lines 
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shortening, with the amount of resistive force dependent 
RQ�WKH�GDVKSRW�GDPSLQJ�FRHI¿FLHQW�& and the CC velocity 
vCC. The result of the Fm and dashpot characteristics in 
parallel produces a linear CC force-velocity relation, and 
the CC force at any time can be computed from

 F(t) = Fm�í�&vCC� ������

1RWH�WKDW�WKH�YDOXH�RI�GDPSLQJ�FRHI¿FLHQW�& will dictate 
the exact slope of the FV relation and can be altered to 
UHSUHVHQW�WKH�¿EHU�W\SH�RI�D�VSHFL¿F�PXVFOH��ZLWK�GLI-
ferent & values for slow-twitch and fast-twitch muscle. 
The passive SEC is represented by a Hookean spring 
ZLWK�VWLIIQHVV�FRHI¿FLHQW�k, the slope of its linear force-
extension (F!L) relationship. At any time the force across 
the SEC is given by

 F(t) = kxSEC� ������

where xSEC is the SEC length relative to its unloaded 
OHQJWK��L�H���H[WHQVLRQ���%HFDXVH�RI�WKH�VHULHV�FRQ¿JXUD-
tion of the CC and SEC, the force at any time as expressed 
LQ�HTXDWLRQV������DQG������PXVW�EH�WKH�VDPH��VR

 F(t) = Fm�í�&vCC = kxSEC� ������

In the isometric case where the total muscle length is 
constant, changes in CC and SEC length and velocity 
are equal in magnitude and opposite in direction. There-
IRUH�� HTXDWLRQ������ FDQ�EH� H[SUHVVHG� FRPSOHWHO\�ZLWK�
UHVSHFW�WR�&&�NLQHPDWLFV�E\�VXEVWLWXWLQJ�íxCC for xSEC. 
If we assume that Fm undergoes a step input “activation” 
from rest (zero) to its maximal value, this second-order 
differential equation can be solved using Laplace trans-
formation to give

 F(t) = Fm����í�eíW'�� ������

where the time constant ' = k/& This equation has the 
form of a saturation exponential and can be used to 
compute the time course of force under isometric tetanus 

conditions (i.e., isometric with a step input of stimula-
WLRQ���&KDQJHV� LQ�PXVFOH� VSHFL¿F�¿EHU� W\SH� DQG�6(&�
compliance can be incorporated easily by changing the 
values for & and k, respectively, thus altering the value 
of '�DQG�WKH�VKDSH�RI�WKH�IRUFH�WLPH�SUR¿OHV��¿JXUH�������

The advantage of this engineering model approach is a 
VLJQL¿FDQWO\�UHGXFHG�FRPSXWDWLRQDO�FRVW�FRPSDUHG�ZLWK�
Hill model numerical algorithms. The disadvantages are 
that the model is limited to isometric, fully activated 
situations and that there are slight inaccuracies in the 
HDUO\�IRUFH�SUR¿OH�MXVW�DIWHU�)m is switched from passive 
to full activation, as the linear SEC F!L association 
does not account for the high compliance of the SEC at 
low force levels.

Huxley Model
$ORQJ�ZLWK�WKH�+LOO�PRGHO��WKH�PRVW�LQÀXHQWLDO�PXVFOH�
PRGHO�RI�WKH���WK�FHQWXU\�LV�XQGRXEWHGO\�WKDW�SXEOLVKHG�
LQ� �����E\�$�)��+X[OH\��7KH�+X[OH\�PRGHO�ZDV� IRU-
mulated to incorporate known facts regarding skeletal 
muscle at that time, and it became one of the cornerstones 
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 ŸFigure 9.20 Linear muscle model with contractile 
component (CC) and series elastic component (SEC). 
The CC is composed of an active force generator Fm in 
parallel with a damper (Newtonian body) with viscous 
coefficient &. The CC force is expressed across a 
series Hookean spring with stiffness k.
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RI�WKH�VOLGLQJ�¿ODPHQW�WKHRU\�RI�PXVFOH�FRQWUDFWLRQ��,W�
was based on the known structure and function of the 
PXVFOH�VDUFRPHUH��ZLWK�DVVXPSWLRQV�UHJDUGLQJ�P\R¿OD-
PHQW�VOLGLQJ�DQG�WKLFN�¿ODPHQW�FURVVEULGJH�DWWDFKPHQW�
and detachment. One of the strengths of the Huxley 
model is its ability to predict both mechanical and 
metabolic characteristics of muscle that are consistent 
with measured empirical data, which add credence to 
the model assumptions.

At the heart of the model is the notion that the cross-
bridges act as independent force generators, each deliv-
HULQJ�IRUFH�ZKHQ�WKH\�DUH�DWWDFKHG�WR�WKH�WKLQ�¿ODPHQW��
This idea is based on two pieces of evidence from the 
ZHOO�NQRZQ�)/�DQG�)9�UHODWLRQVKLSV��7KH�¿UVW�LV�WKDW�
the shape of the FL relation is dependent on the amount 
RI� WKLFN� DQG� WKLQ� ¿ODPHQW� RYHUODS��PHDQLQJ� WKDW� WKH�
amount of force depends on the number of crossbridges 
that could be attached at a given length. The second is 
that the FV maximal concentric velocity Vmax, above 
which the muscle cannot sustain force, is independent of 
WKH�WKLFN�DQG�WKLQ�¿ODPHQW�RYHUODS��VXJJHVWLQJ�WKDW�WKLV�
velocity is related to individual crossbridge dynamics. 

(DFK�FURVVEULGJH�ZRUNV�LQ�D�F\FOLF�SDWWHUQ�RI�����DWWDFK-
PHQW�WR�D�WKLQ�¿ODPHQW�ELQGLQJ�VLWH������SURGXFWLRQ�RI�
force while the crossbridge rotates through its working 
VWURNH������GHWDFKPHQW�DW�WKH�HQG�RI�WKH�VWURNH��DQG�����
repositioning to its original position in anticipation of 
the next such cycle. The energy for the crossbridge cycle 
is supplied by adenosine triphosphate (ATP), which is 
K\GURO\]HG� LQWR�DGHQRVLQH�GLSKRVSKDWH� �$'3��DQG�DQ�
inorganic phosphate molecule (Pi) during the cycle.

The model that Huxley proposed, which is based 
on independent crossbridges, is shown schematically 
LQ�¿JXUH�������7KH�PRGHO� DVVXPHV� WKDW� WKH�PXVFOH� LV�
activated maximally, that there is no elasticity, that the 
population of crossbridges is constant and unchanging 
(i.e., on the plateau of FL curve), and that each cross-
bridge goes through a complete cycle. Computations 
can take place under conditions of prescribed constant 
YHORFLW\��7KH�PRGHO�KDV�D�¿[HG�WKLFN�¿ODPHQW�VLWXDWHG�
QH[W�WR�D�IUHHO\�PRYLQJ�WKLQ�¿ODPHQW��3URMHFWLQJ�IURP�
WKH�WKLFN�¿ODPHQW�LV�D�VLGHSLHFH�0��UHSUHVHQWLQJ�D�FURVV-
bridge) secured by two opposing springs and moving 
back and forth under Brownian motion. In the middle of 
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the motion range is the equilibrium point where spring 
forces balance and equal zero in total. On either side of 
the equilibrium point the sidepiece M will be subjected 
to a force F = kx by the longer (i.e., stretched) of the two 
springs, where x is the distance from the equilibrium 
SRLQW��7KLV�IRUFH�FDQ�EH�WUDQVPLWWHG�WR�WKH�WKLQ�¿ODPHQW�LI�
the sidepiece M is attached to attachment point A on the 
WKLQ�¿ODPHQW��7KH�IXQFWLRQDO�SDUW�RI�WKH�+X[OH\�PRGHO�
lies in the process of M attaching to and detaching from 
$�DQG�WKH�IRUFH�WUDQVPLWWHG�WR�WKH�WKLQ�¿ODPHQW�ZKHQ�
A and M are attached at different distances x from the 
equilibrium point.

Two critical parameters of the Huxley model are 
the attachment and detachment rate constants f and 
g, respectively. These rate constants will determine 
the likelihood of a sidepiece M (crossbridge) being 
attached and unattached, in the same way that the mar-
riage and divorce rates will dictate the likelihood of a 
person being married or single. Increasing the attach-
ment rate constant f will result in greater likelihood of 
a crossbridge being attached, much as an increase in 
the marriage rates would lead to more married men. 
Conversely, a greater detachment rate constant g will 
result in greater likelihood of a crossbridge being unat-
tached, analogous to higher divorce rates leading to 
more single men. To promote the likelihood of cross-
bridge attachment in positions that would lead to tensile 
force production, Huxley created a rate constant map 
with different values on either side of the equilibrium 
SRLQW��¿JXUH�����b). On the right side, the attachment 
constant f is larger than the detachment constant g�, 
leading to a higher likelihood of a sidepiece M being 
attached in this region, up to a hypothetical maximal 
length h. A sidepiece M that is attached to a binding 
site A on the right side of the equilibrium point will be 
acted on by a force from the stretched spring on the left 
(k�) and thus will tend to cause movement of the thin 
¿ODPHQW�LQ�WKDW�GLUHFWLRQ��2Q�WKH�OHIW�VLGH��WKHUH�LV�QR�
FKDQFH�RI�DWWDFKPHQW��I� ����DQG�D�KLJK�UDWH�RI�GHWDFK-
ment (g�). Thus, an attached sidepiece M that is swept 
across the equilibrium point from the right will have a 
high likelihood of detachment as it travels on the left 
of the equilibrium point. A sidepiece M that remained 
attached on the left would be acted on by a force from 
the stretched spring on the right (k�), opposite to the 
direction of concentric shortening.

From these considerations, Huxley proposed a dif-
ferential equation involving n(x)��GH¿QHG�DV�WKH�IUDFWLRQ�
of crossbridges attached at displacement x:

 dn(x)/dt = [��í�n(x)] f(x)�í�[n(x) g(x)]� ������

where n(x) is equivalent to the probability that a given 
crossbridge is attached at displacement x. This equation 
can be used to compute the probability of crossbridges 

being attached across the spectrum of different x dis-
placements from the equilibrium point under different 
constant contractile velocities. The model will predict 
the force associated with the crossbridge distribution at 
each velocity and thus is able to predict the concentric 
FV relationship at any given set of attachment and 
detachment rates. Furthermore, because the metabolic 
energy cost is associated with crossbridge attachment 
and detachment, the model can predict the amount of 
energy liberated at different contractile speeds. For both 
mechanical (FV) and metabolic (energy liberation) phe-
nomena, the Huxley model can give realistic predictions 
of experimental skeletal muscle data.

Metabolic Cost Models
Although the Huxley model is impressive in its ability to 
predict both mechanical and metabolic aspects of muscle 
function, it is not suitable for general use in dynamic 
situations or when series elasticity should be considered. 
There are several examples of models that predict the 
metabolic energy cost of muscular contraction, and some 
of these are coupled with Hill-type models that can esti-
PDWH�PHFKDQLFDO�HYHQWV��H�J���8PEHUJHU�HW�DO���������6XFK�
models are useful for estimating mechanical and meta-
bolic energy expenditure during whole body movements 
that can be studied with musculoskeletal models (see 
FKDSWHU������SDUWLFXODUO\�ZKHQ�WKH�PRYHPHQW¶V�REMHFWLYH�
may be linked to minimizing energy expenditure (e.g., 
walking at preferred speed). The linking of mechanical 
and metabolic models is appropriate because contractile 
mechanics must be taken into account when calculating 
total muscle energy expenditure.

6LQFH�WKH�¿UVW�SDUW�RI�WKH���WK�FHQWXU\��PXVFOH�SK\VL-
ologists have tried to account for all energy liberated 
during muscle force production. In general, the energy 
liberation takes the form of heat and mechanical work, 
and indeed the dynamic constants a and b in the Hill FV 
equation were originally conceived as heat constants. 
The total energy expenditure has three components, 
UHODWHG�WR�����PHFKDQLFDO�ZRUN������KHDW�DVVRFLDWHG�ZLWK�
WKH� VDUFRSODVPLF� UHWLFXOXP�GXULQJ� DFWLYDWLRQ�� DQG� ����
heat produced from actin and myosin coupling. The 
actin and myosin interaction can be further subdivided 
into heat of maintenance and heat of dynamic shortening 
or lengthening. These components can be combined to 
form an energy rate equation such as that expressed by 
8PEHUJHU�DQG�FROOHDJXHV��������

 dE/dt = dWCC /dt + dHA /dt  
  + dHM /dt + dHD /dt ������

where E is total metabolic energy, WCC is mechanical 
work of the CC, HA is activation heat, HM is mainte-
nance heat, and HD is dynamic heat. Consideration of 
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WKHVH� WHUPV� VHSDUDWHO\� GHPRQVWUDWHV� WKH� HI¿FDF\� RI�
coupling the energy cost model with a Hill-type model, 
as knowledge of CC dynamics is necessary to compute 
the energy rate terms. For example, the rate of WCC is 
computed directly from CC force and velocity. The 
G\QDPLF�KHDW� UDWH�DVVRFLDWHG�ZLWK�P\R¿ODPHQW�VKRUW-
ening and lengthening can also be computed from CC 
IRUFH�DQG�YHORFLW\�DQG�GHSHQGV�RQ�PXVFOH�¿EHU�W\SH�DQG�
maximal CC shortening velocity Vmax. Heat rates due 
to activation and maintenance both depend on muscle 
¿EHU�W\SH�FRPSRVLWLRQ��ZLWK�WKH�IDVW�WZLWFK�FRPELQHG�
activation and maintenance heat rate roughly six times 
greater than for slow-twitch muscle. The heat rates 
display some dependence on CC length, and energy 
expenditure associated with heat liberation depends 
on whether the force production is fueled by aerobic or 
anaerobic processes. Finally, heat rates change under 
submaximal conditions, which can be implemented by 
using the same stimulation and activation parameters 
that are used in a Hill-type model.

5HFHQW�PRGHOV� KDYH� VKRZQ�SURPLVH� LQ� SUHGLFWLQJ�
energy expenditure in human movements ranging from 
single joint to whole body movement (Anderson and 
3DQG\�������8PEHUJHU�HW�DO���������$�FKDOOHQJH�ZLWK�
modeling the energetic costs of skeletal muscle is in 
obtaining accurate parameter values for the many heat- 
DQG�ZRUN�UHODWHG�WHUPV�IRU�VSHFL¿F�KXPDQ�PXVFOHV��&XU-
rent models perform well in reproducing the qualitative 

nature of energy expenditure under various conditions, 
but the lack of accurate parameter values can cause 
quantitative discrepancies when compared with empiri-
cal measurements. Finally, as with muscle model force 
predictions, there are limited opportunities to make 
comparative measurements in human subjects to validate 
the output of these metabolic cost models.

SUMMARY
This chapter introduced the basic concepts of muscle 
PHFKDQLFDO�SURSHUWLHV�DQG�PRGHOLQJ��7KH�¿UVW�VHFWLRQ�RI�
the chapter described the major mechanical characteris-
tics of muscle within the framework of the Hill muscle 
model and provided an algorithm for implementation of 
the Hill model. The second section discussed how the 
general Hill model could be parameterized to represent 
VSHFL¿F�PXVFOHV�ZLWKLQ�WKH�ERG\�DQG�GHVFULEHG�PHWKRGV�
for estimating these parameters for individual muscles. 
The third part of the chapter introduced important 
aspects of muscle mechanics that are not within the 
SXUYLHZ�RI�WKH�+LOO�PRGHO��7KLV�¿QDO�VHFWLRQ�GHVFULEHG�
four other muscle models useful to biomechanists. 
Interested readers should note that many issues and 
topics concerning muscle mechanics and modeling were 
WRXFKHG�RQ�RQO\�EULHÀ\�LQ�WKLV�FKDSWHU��)ROORZLQJ�LV�D�OLVW�
RI�6XJJHVWHG�5HDGLQJV�WR�KHOS�EURDGHQ�\RXU�NQRZOHGJH�
in various areas of muscle mechanics and modeling.
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Chapter 10

Computer Simulation  
of Human Movement
Saunders N. Whittlesey and Joseph Hamill

Modeling of physical systems can be divided into 
two categories. Physical modeling is a process 
in which we construct tangible scale models 

that look very much like the real system. The Greeks and 
Romans long ago recognized the advantages of build-
ing small models of ships, buildings, and bridges before 
constructing the large, real-life structures. In the past 
FHQWXU\��FRQVLGHU�WKH�PRGHO�ZLQJV�ÀRZQ�E\�WKH�:ULJKW�
brothers, the model hydrofoil boat by Alexander Graham 
Bell, the laboratory crash-testing of automobiles, and 
WKH�DQLPDO�PRGHOV�WKDW�KDYH�VLJQL¿FDQWO\�LQÀXHQFHG�WKH�
GHYHORSPHQW�RI�GLVHDVH�WUHDWPHQWV�DQG�DUWL¿FLDO�MRLQWV��
However, scale models and crash-test dummies require 
a great deal of time and resources to develop, and there 
are limits to what can be learned from them. Behavioral 
or mathematical modeling is a more abstract system used 
for studying a research question that does not necessarily 
lend itself to physical modeling. In the modern era, this 
means that researchers construct a set of equations and 
run them on a computer. Behavioral models are used 
for researching weather systems, animal populations 
and the spread of disease, and economic conditions to 
help governments set interest rates. In these models, the 
V\VWHP�LV�VLPSOL¿HG�E\�OLPLWLQJ�WKH�QXPEHU�RI�FRPSR-
nents so that they represent the net effect of many parts. 
For example, a model of a country’s economy does not 
have millions of individuals; rather, it has a relatively 
small number of components representing the behavior 
of different socioeconomic and geographical groups. 
Biomechanists take the same approach in their research: 
Instead of modeling every bone and motor unit in the 
body, they simplify the body to have only as many parts 
as needed to answer their research question.

The pioneers in human movement studies, such as 
E. Muybridge, E.-J. Marey, and A.V. Hill, were largely 
experimentalists. They formulated theories by collecting 
ODUJH�DPRXQWV�RI�VXEMHFW�GDWD�EHFDXVH�WKH\�ZHUH�QRW�DEOH�

to construct physical or computer models of the human 
body. Behavioral models such as Hill’s equation came 
into common use with the advent of digital computing. 
Computers, of course, changed human movement study 
forever, because models of human movement could be 
constructed, tested, and studied within a reasonable 
amount of time. In this chapter, we explore a variety of 
topics related to movement simulation:

 Ź how to use simulation for research,
 Ź why simulation is a powerful tool,
 Ź the general procedure for creating and using a 
simulation,

 Ź free-body diagrams,
 Ź differential equations of motion,
 Ź numerical integration,
 Ź control theory,
 Ź examples of human movement simulation, and
 Ź limitations of computer simulations.

OVERVIEW: MODELING  
AS A PROCESS
Readers of this chapter will learn about the tools they 
will need to construct their own computer models of a 
human movement. However, an equally important—and 
perhaps more fundamental—purpose of this chapter is 
to convey the fact that modeling is a process used to 
HQKDQFH�RXU� XQGHUVWDQGLQJ�RI� KXPDQ�PRYHPHQW��:H�
demonstrate that modeling is both enormously powerful 
and greatly limited as a tool. As with any tool, the most 
important thing is to use it correctly.

How do we use mechanical models in human move-
ment science? The answer, of course, is that researchers 
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have their own styles, but nonetheless, a basic process 
VKRXOG�RFFXU��7KLV�SURFHVV��GLDJUDPPHG�LQ�¿JXUH�������LV�
D�YDULDQW�RI�WKH�VFLHQWL¿F�PHWKRG��,W�VWDUWV�ZLWK�D�UHVHDUFK�
question, proceeds to constructing the model, and then 
progresses through repeatedly improving the model. 
Eventually, the model is capable of making predictions 
that in turn lead to new understanding and new questions. 
:H�QRZ�GLVFXVV�WKHVH�VWHSV�LQ�RUGHU�

All studies in human movement should start with 
a research question. Modeling in particular does not 
VWDQG�XS�ZHOO�WR�WHVWLQJ�LI�WKHUH�LV�QRW�D�VSHFL¿F�TXHV-
tion to test for. Not only does the basic purpose of the 
model become unclear, the proper design for the model 
will also be unclear because it depends on the question 
asked. For example, there is no all-encompassing model 
of a bicyclist. If we want to determine the effect of body 
PDVV�ZKHQ�D�VXEMHFW�LV�FOLPELQJ�KLOOV�RQ�D�ELF\FOH��WKH�
body can be modeled as a point mass. In contrast, if we 

ZDQW�WR�NQRZ�KRZ�WKH�DFWLYDWLRQ�RI�WZR�MRLQW�PXVFOHV�
changes between cycling on level ground and up a steep 
hill, we need a complex model that includes multiple 
lower-extremity segments and muscles. Every model 
must start with a particular research question so that 
the relevant parameters are included in the model. This 
point cannot be overemphasized.

Once the research question has been formulated, the 
next steps are to create a mechanical model of the move-
ment and program it into a computer. These steps are 
detailed later in this chapter. Then, the model is evalu-
ated to see whether it seems to work. This is a three-step 
process that involves using the model to generate data, 
collecting corresponding experimental data, and then 
comparing the two data sets to establish whether the 
simulation data are reasonable. There are no set criteria 
for this, and the evaluative process is more of an art than 
a science. In addition, the data needed to verify a model 
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vary widely: Sometimes a full, three-dimensional (3-D) 
kinematic data set is necessary, but in other cases, the 
UHVXOWV�IURP�D�UHFHQW�DWKOHWLF�FRPSHWLWLRQ�ZLOO�VXI¿FH��,I�
the model data are not realistic, it must be determined 
whether there is a problem with the model itself or with 
the way the model program runs. In either case, develop-
ment must begin again.

Once a model can replicate experimental data, it is 
ready to make predictions about the human movement 
to answer the research question. Researchers again 
have to ask whether the data generated by the model are 
reasonable; it might be necessary to compare these data 
with experimental data. An entire series of studies may 
have to be performed to establish the model’s validity, 
and in many cases models have been debated for years 
in the literature. For instance, the model of the running 
KXPDQ�DV�D�ERXQFLQJ�EDOO��&DYDJQD�HW�DO��������KDV�EHHQ�
UHYLVLWHG�IRU�PRUH�WKDQ�WZR�GHFDGHV��:KHQ�PRGHO�GDWD�
are not reasonable, development must be undertaken 
again until the predictions appear to be reasonable and 
lead to new questions.

There are different categories of human movement 
simulations. Rigid-body models represent the human 
system in whole or part as a set of rigid segments con-
WUROOHG�LQ�WKHLU�PRYHPHQWV�E\�MRLQW�PRPHQWV��5LJLG�ERG\�
models are the most common in human movement stud-
ies. Mass-spring models comprise one or more masses 
linked to one or more springs; they are commonly 
used to model running, hopping, and other repetitious 
movements. Wobbling-mass and mass-spring-damper 
models consist of linked masses, springs, and dampers 
(also called dashpots). Mass-spring-damper models are 
most often used to model human movements in which 
impacts occur. Musculoskeletal models also have rigid 
segments, but instead of having simple moments at 
HDFK�MRLQW��WKH\�KDYH�VXEPRGHOV�RI�LQGLYLGXDO�PXVFOHV��
The details of muscle models are discussed in chapter 
��RI�WKLV�WH[W�

Simulating human movement requires drawing 
from a variety of technical areas, especially from such 
mathematical techniques as differential equations 
and numerical analysis but also from control theory, 
advanced dynamics, and computer programming. In this 
chapter, we explore each of these areas separately and 
then integrate them. Readers should be able to construct 
their own simulations by using the information in this 
chapter. However, effective modeling does not depend 
exclusively on the mastery of these disciplines. As with 
any tool, proper implementation is essential. Modeling 
is riddled with approximations and interpretations, and 
thus the proper use of models depends on recognizing 
their limitations. Before we delve into such details, 
KRZHYHU��ZH�¿UVW�GLVFXVV�WKH�DSSOLFDWLRQV�RI�FRPSXWHU�
simulation.

WHY SIMULATE  
HUMAN MOVEMENT?
The best way to obtain human movement data, it seems, 
ZRXOG� EH� WR� FROOHFW� LW� IURP�KXPDQ� VXEMHFWV�� ,Q� RWKHU�
words, no data can be more accurate, more real than those 
FROOHFWHG�IURP�KXPDQ�VXEMHFWV��VR�ZK\�ZRXOG�ZH�ZDQW�WR�
JHQHUDWH�GDWD�DUWL¿FLDOO\"�7KH�PRVW�JHQHUDO�DQVZHU�LV�WKDW�
KXPDQ�VXEMHFWV�DUH�H[WUHPHO\�FRPSOH[�DQG�KDYH�LQWULQVLF�
OLPLWDWLRQV��7KH\�DUH�UDQGRPO\�YDULDEOH��DUH�VXEMHFW�WR�
fatigue, have limits of strength and coordination, and 
must be treated with due consideration for safety and 
ethics. A computer model eliminates these constraints, 
and so there are many studies for which computer simula-
tion is a good tool. Consider these examples:

 Ŷ Suppose we wanted to determine the best position 
LQ�ZKLFK� WR�SHUIRUP�DQ�DWKOHWLF� WDVN�VXFK�DV� MXPSLQJ�
RU�F\FOLQJ��:H�ZRXOG�KDYH�PDQ\�GLIIHUHQW�SRVLWLRQV�WR�
test, and we would have to collect several trials of each 
SRVLWLRQ�EHFDXVH�RI�VXEMHFW�YDULDELOLW\��,Q�WKLV�VWXG\��WKH�
EHVW�VXEMHFW�SHUIRUPDQFH�SUREDEO\�ZRXOG�RFFXU�HDUO\�LQ�
WKH�GDWD�FROOHFWLRQ��EHIRUH�WKH�VXEMHFWV�EHFDPH�IDWLJXHG��
6XEMHFWV�DOVR�WHQG�WR�SHUIRUP�EHVW�XQGHU�WKH�FRQGLWLRQV�
LQ�ZKLFK�WKH\�QRUPDOO\�WUDLQ��6HOELH�DQG�&DOGZHOO�������
<RVKLKXNX�DQG�+HU]RJ�������

 Ŷ One exciting use for simulations is in virtual 
surgery, in which multiple surgical outcomes can be 
reviewed. Suppose a surgeon has a patient with certain 
spastic muscles (like people with cerebral palsy, for 
example). A common procedure is to lengthen or relocate 
the insertion points of these muscles. A sophisticated 
computer simulation could predict the proper amount 
WR�OHQJWKHQ�VSHFL¿F�PXVFOHV��HOLPLQDWLQJ�WKH�WULDO�DQG�
HUURU�IURP�WKH�VXUJLFDO�SURFHVV��'HOS�HW�DO��������������
/LHEHU�DQG�)ULGHQ�������

 Ŷ Risks to workers in many occupations could be 
alleviated by using simulations. Military paratroopers, 
IRU�H[DPSOH��KDYH�WUDLQHG�IRU�ODQGLQJV�E\�MXPSLQJ�IURP�
platforms of up to 4.3 m high. Suppose that a military 
XQLW�ZDQWHG� WR�HVWDEOLVK� VDIH� OLPLWV� IRU� MXPSLQJ� IURP�
various heights with backpacks of various weights onto 
surfaces such as concrete, soil, and sand, and into shal-
ORZ�ZDWHU��,I�KXPDQ�VXEMHFWV�ZHUH�XVHG��WKH�VWXG\�FRXOG�
HVWDEOLVK�OLPLWV�RQO\�E\�LQMXULQJ�WKH�VXEMHFWV��&OHDUO\��
that is unacceptable, so this study is feasible and ethical 
only as a computer simulation.

Computer models also allow researchers to experi-
ment with conditions that cannot be tested on human 
VXEMHFWV�EHFDXVH�WKH�FRQGLWLRQV�H[FHHG�SUDFWLFDO�OLPLWV��
For example, locomotion patterns under an increased 
DQG�GHFUHDVHG�JUDYLWDWLRQDO�FRQVWDQW�������P�V2) could 
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be tested to study the effects of gravity on human move-
ment. The mass of model limbs could be changed to study 
WKH�HIIHFW�RI�OLPE�PDVV�RQ�D�PRYHPHQW��%DFK�������7VDL�
DQG�0DQVRXU��������$�VLQJOH�SDUDPHWHU�LQ�D�PRGHO�DOVR�
can be changed and immediately tested. For example, 
a researcher who wants to study how increasing elbow 
extensor strength might improve throwing performance 
can change the model thrower and test it immediately, 
ZKHUHDV�D�KXPDQ�VXEMHFW�ZRXOG�KDYH�WR�XQGHUJR�D�WUDLQ-
ing regimen in which strength might improve in other 
muscles as well. Another example is to test the effects 
of torso mass on ground reaction forces. This, too, is a 
matter of changing a single model parameter. However, 
LI�ZH� DWWHPSWHG� WKLV� VWXG\�ZLWK� KXPDQ� VXEMHFWV�� WKH�
results might be confounded by concomitant changes 
in walking velocity, stride length, and perhaps even 
footwear function.

Another important and commonly used feature of 
computer simulations is that they can be adapted to 
search for optimal solutions. This is very useful for 
athletic performance, clinical applications, and other 
large issues in human movement. For example, we could 
determine the optimal movement pattern for a football 
kick, the most economical walking cadence for individu-
DOV�ZLWK�GLIIHUHQW�ERG\�W\SHV��DQG�WKH�RSWLPXP�ÀH[LELOLW\�
of a prosthetic foot given the body weight, age, and stride 
length of a person with an amputation.

Models are often used simply to test our understand-
ing of movement. This is a key reason for the popularity 
of rigid-body models in biomechanics despite the fact 
that none of them are perfect. If we understood a move-
ment perfectly, we could replicate it on a computer. 
However, models eventually fall short in their predictive 
capabilities, and we are left to assess why. The search 
for answers often develops into a new movement theory. 
This topic is discussed in more detail later in this chapter. 
Now, we will discuss the how-to of computer simulation.

GENERAL PROCEDURE 
FOR SIMULATIONS
In general, a simulation is a computer program that gen-
erates a movement pattern (kinematics). In some cases, a 
simulation might also generate the kinetics of the move-
ment. The procedure for developing a simulation is to

 Ź create and diagram the mechanical model,
 Ź derive the equations of motion for the mechanical 
model,

 Ź program a numerical solution of the equations of 
motion,

 Ź determine the starting and ending conditions for the 
simulations,

 Ź run the program, generating model kinematics, and
 Ź interpret the model data and compare them with 
experimental data.

7KLV�RYHUVLPSOL¿HV�WKH�PRGHOLQJ�SURFHVV�E\�UHÀHFW-
LQJ�RQO\�WKH�PRVW�LPSRUWDQW�VWHSV��7KH�¿UVW�VWHS�LV�WR�
diagram the model so that it approximates the human 
system. These free-body diagrams (FBDs) are then used 
for the second step, the derivation of model equations, 
which are used in the third step, and so on.

Free-Body Diagrams
Free-body diagrams are discussed at length in chapters 
��DQG���RI�WKLV�ERRN��)RU�WKH�SXUSRVHV�RI�WKLV�FKDSWHU��
FBDs are used as visual aids to derive the equations 
of motion and to establish the type of movement that 
WKH�PRGHO�FDQ�SHUIRUP��6SHFL¿FDOO\��UHVHDUFKHUV�PXVW�
answer these questions:

 Ź How many components does the system have?
 Ź Does each system component move linearly, rota-
tionally, or both?

 Ź Can the system’s movements be described by a one-
dimensional or two-dimensional (2-D) model, or 
must a 3-D representation be used?

 Ź How many coordinates (degrees of freedom, or DOF) 
are needed to locate each component’s position?

 Ź Are there any means to reduce the number of con-
straints?

The complexity of the computer model depends on the 
answer to each question. If a system has n components 
and each component requires k DOF, then there will be 
n times k equations of motion unless there are factors 
(called constraints) that reduce their number. In this 
regard, the answers to the last two questions affect the 
size of the computer simulation code.

2QH�GLPHQVLRQDO� ���'��PRGHOV� KDYH� EHHQ� XVHG� WR�
VWXG\�ORFRPRWLRQ�FDGHQFH��H�J���+ROW�HW�DO���������LPSDFWV�
EHWZHHQ�D�UXQQHU�DQG�WKH�JURXQG��'HUULFN�HW�DO��������
0F0DKRQ�HW�DO���������GHIRUPDWLRQ�RI�WKH�OHJ��0L]UDKL�
DQG�6XVDN��������DQG�HYHQ�WKH�LQÀXHQFH�RI�WKH�YLVFHUD�
RQ�EUHDWKLQJ�SDWWHUQV��0LQHWWL�DQG�%HOOL��������+RZHYHU��
most models are either 2-D or 3-D, because most human 
movements occur in multiple directions with multiple 
body segments. Three-dimensional models remain less 
common because of the complexity of controlling the 
model. Models of aerial movements such as diving and 
J\PQDVWLFV��H�J���<HDGRQ�������KDYH�EHHQ�FRQVWUXFWHG�LQ�
3-D because of the multiaxial nature of the movements. 
&HUWDLQ�ZDONLQJ�PRGHOV��VXFK�DV�3DQG\�DQG�%HUPH�������
have also been constructed in 3-D to include the effects 
of 3-D pelvic movements on gait.
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Differential Equations
Most physics textbooks deal with the motions of very 
VLPSOH� V\VWHPV�� VXFK� DV� SURMHFWLOHV�� SHQGXOXPV�� DQG�
springs. The positions of these simple systems may be 
described as polynomial or trigonometric functions. 
)RU� H[DPSOH�� WKH� WUDMHFWRU\�RI� D� VWRQH� WKURZQ� IURP�D�
cliff is a parabola. The position of a simple pendulum 
as a function of time is a sinusoid. In human movement 
VLPXODWLRQV��VLPSOH�V\VWHPV�DUH�UDUH��:H�FDQQRW�GHVFULEH�
most movements with polynomials, trigonometric 
functions, or any of the common functions. Instead, 
we have to describe how the positions in the system 
FKDQJH��6SHFL¿FDOO\��WKH�PRWLRQV�RI�ERG\�VHJPHQWV�DUH�
described with differential equations that quantify the 
segments’ changes in position over time. In other words, 
every kinetic factor that alters the movement of a body 

segment must be expressed in the differential equation 
of motion for that segment. For example, a typical body 
VHJPHQW� LV� DFWHG�XSRQ�E\�PXVFOH� IRUFHV�� MRLQW� IRUFHV��
gravity, and frictional forces. Each of these factors must 
be expressed mathematically.

Students of calculus may wish for a more precise 
reason that we must express human movements as dif-
ferential equations rather than as the more understand-
able functions of time. The answer is that the equations 
of motion for body segments are too complex to be 
solved into positions as functions of time. Although the 
movement of one segment alone is often solvable, even 
WKDW�UHTXLUHV�VLPSOL¿FDWLRQ��L�H���VLQ�!�§�!). A system of 
two segments (a double pendulum) becomes hopelessly 
FRPSOH[�� EHFDXVH� WKH� VHJPHQWV� LQWHUDFW��:KHQ�ZH�
simulate an entire human body, the equations become 
very complex, indeed. Consider the following examples.

EXAMPLE 10.1
Consider the following double pendulum representing 
the lower extremity.

,Q�UHVSRQVH�WR�WKH�¿YH�TXHVWLRQV�

1. Components: The system has two components, a leg 
and thigh.

2. Motion: Each segment moves both linearly and 
rotationally.

3. Dimensions: This can be a planar model. It clearly is 
QRW�D���'�PRGHO��DQG�WKH�SODQDU�PRYHPHQW�LV�DQDOR-
gous to our use of 2-D lower-extremity kinematics.

4. Coordinates: Like any 2-D segment, each component 
requires an (x, y) coordinate and an angular position 
to completely describe its position in 2-D space. In 

this case the (x, y) coordinates are the coordinates 
of the centers of mass of the thigh (TCM) and the leg 
(LCM), respectively.

5. Constraints: This is tricky, but the answer is that 
we can simplify the coordinates of the system. The 
FRQVWUDLQW� LV� WKDW� WKH�OHJ�PXVW� MRLQ�WKH�WKLJK�DW� WKH�
knee; wherever the thigh is located, we know where 
the knee is in relation to it and thus where the leg is 
located. In other words, the coordinates of the leg 
mass center are functions of the thigh mass center 
position, thigh angle, and leg angle. Therefore, we can 
completely describe the position of the system with 
four coordinates—the (x, y) position of the thigh, the 
angle of the thigh, and the angle of the leg. There is no 
set procedure for identifying constraints; instead, it is 
a process learned by example. Our double pendulum 
can now be drawn like this:

E5144/Robertson/Fig10.1a/415005/alw/r1-pulled 
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Model Derivation: Lagrange’s 
Equation of Motion
The equations of motion of simple systems often can 
be derived via visual examination. However, multiseg-
mented human systems typically defy such analysis 
because of the complex interactions between segments. 
There are several advanced techniques used to perform 
such derivations, of which Lagrange’s equation of 
motion is the most popular. Unlike Newton’s second 

law, Lagrange’s equation uses the mechanical energies 
of the system; its formulation is

 
d
dt

�KE
�Vi

� �KE
�Yi

+ �PE
�Yi

= Fi � ������

where KE and PE are, respectively, the translational and 
rotational kinetic energies of the entire system being 
simulated, V

i
 and Y

i
 are, respectively, the velocity and 

position of the ith component of the system in the y 
direction, and F

i
 is the external force acting on the ith 

component. This equation can be written for the x and z 
GLUHFWLRQV�DV�ZHOO��7KLV�HTXDWLRQ�PD\�DW�¿UVW�DSSHDU�WR�EH�
a messy set of partial derivatives, but it is, in fact, a more 
general form of Newton’s second law, F = ma. Consider 
D�VLPSOH�SURMHFWLOH�PRYLQJ�LQ�WKH�YHUWLFDO�GLUHFWLRQ�WKDW�
is acted on by the force of gravity and wind resistance, 
DV�VKRZQ�LQ�¿JXUH������

EXAMPLE 10.2
7KH�KHLJKW�RI�D�SURMHFWLOH�ODXQFKHG�IURP�WKH�JURXQG�FDQ�
be written as

 y = y
o
 + v

o
t �����Jt2

where y is the height above ground, y
o
 is the starting 

height over the ground, v
o
 is the velocity at which the 

SURMHFWLOH�ZDV�ODXQFKHG��J�LV�WKH�JUDYLWDWLRQDO�FRQVWDQW��
and t is the time from launching.

Alternatively, the differential equation for the height 
RI�WKLV�SURMHFWLOH�LV

 

d 2y
dt 2

= g
 

VXEMHFW�WR�LQLWLDO�FRQGLWLRQV�y
o
 and v

o
. Both of these equa-

tions are short, and the latter is readily integrated twice 
to yield the former.

EXAMPLE 10.3
The differential equation of motion for the lower segment 
(i.e., leg) of a double pendulum is

 

d 2� 2

dt 2
= 1
IL

MK +mLdL

LTaT cos �L –�T( )
+ LT�T

2 sin �L –�T( )
+ aHx cos�L

+ aHy + g( )sin�L

�

�

�
�
�
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where M is the moment at the knee; !
L
 and !

T
 are the 

angles of the leg and thigh, respectively ; L
T
 is the length 

of the thigh; "
T
 is the angular velocity of the thigh; and 

a
Hx

 and a
Hy

 are the horizontal and vertical linear veloci-
ties of the hip.

Because this equation cannot be solved by any known 
analytical technique, we cannot write an equation for 
the segment’s position. Interested readers can refer to 
3XWQDP��������DQG�&DSSR]]R�DQG�FROOHDJXHV��������

E5144/Robertson/Fig10.2/415007/alw/r1-pulled 
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mass = m

 ŸFigure 10.2 Free-body diagram of an object in 
free fall.

Applying Newton’s second law to this FBD yields

 F
wind
�í�Pg = ma ������

Let us now apply Lagrange’s equation to this same 
system. The energies of the complete system are given by

 KE  ����mv2 and PE = mgy� ������

These are simple, of course, because the system has 
only one component. Applying the terms of Lagrange’s 
equation,

 
�PE
�Yi

= mg � ������

 
�KE
�Yi

= 0 � ������

 
�KE
�Vi

= mv� d
dt

�KE
�Vi

= ma � ������

Collecting these terms into Lagrange’s equation yields
ma í�����mg = F

i
, or
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�
Fi  í�mg = ma ������

The only F
i
 in our FBD is F

wind
. Substituting this for F

i
 in 

these last equations yields the same equation of motion that 
we obtained by applying Newton’s second law to the FBD.

The middle term of Lagrange’s equation is usually 
zero for single-component systems. However, it is 
usually nonzero in multicomponent systems in which 
components interact with each other, so it is referred to 
as the interaction term.

The angular form of Lagrange’s equation is

 
d
dt

�KE
�� i

� �KE
��i

+ �PE
��i

= Mi � ������

where " is an angular velocity, ! is an angular position, 
and M

i
 is a moment. Because most simulations of human 

movement involve body segments that rotate, it is this 
angular form of Lagrange’s equation that is most com-
monly used. The moment M is generally the sum of the 
moments acting on a segment. In the case of the thigh, 
for example, M would equal the hip moment minus the 
knee moment.

7R� LPSOHPHQW�/DJUDQJH¶V� HTXDWLRQ�� RQH�PXVW�¿UVW�
establish the DOF needed to completely describe the 
position of the system. This is something of an art, but in 
general, angular coordinates should be used to describe 
each segment’s position, and one linear coordinate 
VKRXOG�EH�LGHQWL¿HG�WR�ORFDWH�HLWKHU�WKH�PRVW�SUR[LPDO�
RU�PRVW�GLVWDO�MRLQW�RI�WKH�HQWLUH�V\VWHP�

Lagrange’s equation of motion is an extensive area 
of inquiry by itself. Interested readers should refer to 

books such as Schaum’s Outline �+LOO�������DQG�WH[WV�
E\�.LOPLVWHU��������RU�0DULRQ�DQG�7KRUQWRQ��������

Numerical Solution 
Techniques
Generating model kinematics is a complex process 
generally referred to as solving the model equations. It 
LV� VLPSO\�D�JORUL¿HG�H[WUDSRODWLRQ�SURFHVV� LQ�ZKLFK�D�
current position, velocity, and acceleration are used to 
calculate a new position and velocity. For example, if 
\RX�ZHUH�LQ�\RXU�FDU�DQG�GULYLQJ�DW�����NP�K��\RX�FRXOG�
HVWLPDWH�WKDW�\RX�ZRXOG�UHDFK�D�FLW\�����NP�DZD\�LQ���K��
Note that your estimate would not be exact, but that the 
closer you got to the destination, in general, the better 
you would be able to estimate your arrival time. The 
same principles operate in human movement simulation. 
:H�XVH�WKH�FXUUHQW�NLQHPDWLFV�RI�WKH�V\VWHP�WR�HVWLPDWH�
future kinematics, and in general, we are more accurate 
when we estimate into the very near future. As shown 
LQ�¿JXUH�������WKH�YHORFLW\�DW�P� (given by the slope of 
the line V��WDQJHQW�WR�WKH�SRVLWLRQ�WLPH�SUR¿OH��LV�D�JRRG�
estimator of the position at P2. It is slightly less accurate 
in determining the position at P3, so we use the velocity 
V3�WR�¿QG�P4. Neither velocity V� nor V3 will generate a 
reasonable estimate of position P�.

An analytical solution to a differential equation can 
be determined in the form of equations, as demonstrated 
HDUOLHU�LQ�WKH�VLPSOH�SURMHFWLOH�PRWLRQ�H[DPSOH��$�QXPHU-
ical solution, as the name suggests, is developed using 

EXAMPLE 10.4
A suspended bar (physical pendulum). The position of a pendulum can be completely 

described by one angle, which for convenience can be 
referenced to the vertical. The pendulum has mass m, 
moment of inertia I about its pivot, and mass center loca-
tion d. The energies of the system are KE = ���I "2 and 
PE = mgd���í�VLQ!).

Applying Lagrange’s equation yields

 
�PE
��i

= –mgd cos� �KE
��i

= 0

 
�KE
�� i

= I� d
dt

�KE
�� i

= I�

Compare this short derivation to the two-segment double 
SHQGXOXP�GHULYDWLRQ�LQ�DSSHQGL[�*��:KHQ�UHIHUULQJ�WR�LW��
note the dramatic increase in complexity. Also note that 
the term �KE

��
 is now nonzero.

E5144/Robertson/Fig ex10.4/415008/alw/r1-pulled 
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numerical values. It is an iterative process in which the 
differential equations are solved over and over again to 
estimate how much the position of the body will change 
RYHU�VPDOO�SHULRGV�RI�WLPH��$�ÀRZFKDUW�RI�WKLV�SURFHVV�LV�
SUHVHQWHG�LQ�¿JXUH�������,W�VWDUWV�ZLWK�WKH�LQLWLDO�FRQGL-
tions, the starting values for the position and velocity of 
each segment. These specify the total starting energy 
in the system. The values are inserted into the differ-
ential equations, and the result is a new set of positions 
and velocities. These new positions and velocities are 
inserted into the differential equations, and the process 
is repeated for the next instant in time. This continues 
until one or more of the values being calculated reaches 
the desired ending value. This process is often referred 
to as a forward simulation, forward solution, or numeri-
cal integration.

An important part of the numerical solution is deter-
mining the starting and ending conditions. Typically, 
choosing initial conditions is fairly simple. For example, 
when simulating walking, we could use the conditions 
RI�WKH�ERG\�VHJPHQWV�DW�WKH�VWDUW�RI�D�JDLW�F\FOH��:KHQ�
VLPXODWLQJ�D�MXPS��ZH�ZRXOG�XVH�D�ORJLFDO�VWDUWLQJ�SRV-
ture. However, end conditions are not as simple, because 
the exact position of the simulated body becomes less 
and less predictable as the simulation proceeds. For 

example, heel contact may seem like a logical ending 
condition for a walking simulation. However, there can 
be times when a simulated heel drags the ground early 
in the swing phase or a toe contacts the ground before 
the heel. Thus, emphasis must be placed on determining 
a robust algorithm for properly ending the simulations.

,Q�WKLV�H[DPSOH��WKH�LQLWLDO�SRVLWLRQ�RI�WKH�REMHFW�LV�LWV�
height above the ground. The ending condition could be 
any number or combination of variables. For example, 
ZH�PLJKW�VWRS�WKH�VLPXODWLRQ�ZKHQ�WKH�REMHFW�KLWV�WKH�
ground, when it has fallen a certain distance, when it 
reaches a given velocity, or some other condition. The 
ending condition is chosen according to the goal of the 
simulation.

Complete expositions on a variety of numerical solu-
tion techniques appear in most textbooks on differential 
equations or numerical analysis. The simplest technique, 
called the Euler method, often is not precise enough for 
human movement simulation. A more precise and popu-
lar technique is the Runge-Kutta algorithm. Because it is 
a four-step process, it runs slower than the Euler method 
in computer code, but it returns more precise data.

Numerical solutions require that the time step be 
GH¿QHG��2IWHQ�GHQRWHG�DV�#t or h, the time step is the 
time between data points in the simulation. The size of 
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 ŸFigure 10.3 An arbitrary path of an object, with velocity vectors noted along tangent lines.
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 ŸFigure 10.4 Flowchart of an iterative solution process.
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EXAMPLE 10.5

EXAMPLE 10.6
Again, the differential equation is

 a = F v( )
m

– g

5HWXUQLQJ�WR�WKH�H[DPSOH�RI�WKH�REMHFW�LQ�IUHH�IDOO��¿JXUH�
�������OHW�F(v)  �í���v. Note that the right-hand side of this 
equation is negative because the force of the air resistance 
(F

wind
), like all frictional forces, opposes the direction of 

movement. In mathematical or computer code, the Euler 
solution would be written as

 g  �������DFFHOHUDWLRQ�GXH�WR�JUDYLW\�

 m  �����PDVV�RI�REMHFW�LQ�NJ�

 h
o
� ������LQLWLDO�KHLJKW������P�RYHU�JURXQG�

 v
o
  ����LQLWLDO�YHORFLW\��]HUR�

 #t  �������WLPH�VWHS�

 while h !����GR��VWRS�ZKHQ�REMHFW�KLWV�JURXQG�

 a = F(v)/m í������

 (calculate acceleration; note value of g)

 v = v
o
 + a $t (calculate new velocity)

 h = h
o
 + v $t + ����a $t2

 (calculate new position)

 h
o
 = h (set starting position for next iteration)

 v
o
 = v (set starting velocity for next iteration)

 end while loop.

&DUU\LQJ�WKLV�H[DPSOH�RXW�QXPHULFDOO\��WKH�¿UVW�LWHUDWLRQ�LV

 F(v)  �í������P�V�� ���1

 a  ���1����NJ�í������P�V2� �í�����P�V2

 v  ���P�V2����í�����P�V2�������V� �í�������P�V

 h  �����P����í�������P�V�������V
� � ������í�����P�V2�������V�2� ����������P�

,Q�WKH�¿UVW�KXQGUHGWK�RI�D�VHFRQG��WKH�REMHFW�KDV�IDOOHQ�
RQO\�����PP��7KH�VHFRQG�LWHUDWLRQ�XVHV�WKH�YHORFLW\�DQG�
SRVLWLRQ�YDOXHV�FDOFXODWHG�LQ�WKH�¿UVW�LWHUDWLRQ�

 F(v�� �í����í�������P�V�� ���������1

 a  ���������1����NJ�í������P�V2� �í��������P�V2

 v  �í�������P�V2����í��������P�V2�������V
� �  �í��������P�V

 h  ����������P����í��������P�V�������V
� � ������í��������P�V2�������V�2� ����������P�

1RZ�WKH�REMHFW�KDV�IDOOHQ�����PP��%HFDXVH�WKLV�SURFHVV�
uses small time steps, the distance traversed between 
each step is very small. Iterations can be carried out in a 
VSUHDGVKHHW�RU�ZLWK�FRPSXWHU�FRGH��7KH�¿UVW����LWHUDWLRQV�
return the following values for wind resistance, accelera-
tion, velocity, and height.

F(v) a v h

� í���� � ���
� í���� í������ ��������
í������� í������� í������� ��������
�������� í������� í������� ��������
�������� í������� í������� ��������
�������� í������� í������ ��������
�������� í������� í������� ��������
�������� í������� í������� ��������
�������� í������� í������� ��������
������� í������� í������� ��������
�������� í������� í������� ��������

The differential equation of motion that includes wind 
resistance is

 F(v) í�mg = ma

Note that the external force F—the wind resistance—has 
EHHQ�ZULWWHQ�DV�D�IXQFWLRQ�RI�WKH�REMHFW¶V�YHORFLW\��7KLV�
equation must be solved for the acceleration, a:

 a = F v( )
m

– g

The forward solution code then takes the following form:

 Ź 6HW�WKH�LQLWLDO�YDOXH�IRU�WKH�SRVLWLRQ�RI�WKH�REMHFW�

 Ź 6HW�WKH�LQLWLDO�YDOXH�IRU�WKH�YHORFLW\�RI�WKH�REMHFW�
 Ź Set the time step of the iteration.
 Ź Set the ending condition of the simulation.
 Ź Repeat the following:
 Ź Calculate the acceleration (a).
 Ź Estimate a new velocity (v) for some small time step 
later.

 Ź Estimate a new position at this small time step later.
 Ź Record the new position and velocity.
 Ź If the ending condition is not met, continue iterating.
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the time step depends on the complexity of the model 
HTXDWLRQV��EXW�QRUPDOO\�LW�LV�EHWZHHQ������DQG�������V��
Too large a time step can lead to an inaccurate result after 
a number of iterations. Increasingly smaller time steps 
generally do not cause problems because most comput-
ers use extended-precision numbers, but the time step 
should remain large enough so that the simulation does 
not take an inordinate amount of time to run.

A feature common to human movement simulations 
is that they start with a differential equation for the 
DFFHOHUDWLRQ��,I�ZH�NQRZ�WKH�DFFHOHUDWLRQ�RI�WKH�REMHFW�DW�
some point in time, then we can estimate how much the 
velocity will change over some small time step. Similarly, 
ZH�FDQ� WKHQ� HVWLPDWH�KRZ�PXFK� WKH�REMHFW¶V� SRVLWLRQ�
will change over that period of time. The remainder of 
WKH�VROXWLRQ�LV�WKHQ�MXVW�D�PDWWHU�RI�UHSHWLWLRQ��7KLV�LV�
GHPRQVWUDWHG�LQ�H[DPSOH������

The iteration process is more complicated for mul-
tisegmented systems, because each iteration must be 
performed for each segment with the more sophisticated 
Runge-Kutta algorithm. However, it is still analogous to 
the example presented previously. Readers may refer to 
appendix F for a complete set of equations and steps for 
a two-segment pendulum.

CONTROL THEORY
There are many different ways to model the forces and 
moments acting on the human body. This becomes a 
concern as models become more sophisticated, because 

in effect we begin to model the manner in which the 
human body controls itself. Control theory is a branch 
of engineering that studies the control of systems, both 
natural and human-made. Its applications are broad: 
autopilot controls for airplanes, temperature regulation 
in a nuclear power plant, antilock brakes for cars, and 
robotic controls on a factory production line. Human 
movement researchers explore the means by which a 
particular task is controlled and thus draw from control 
WKHRU\��:H�PHQWLRQ�LW�LQ�WKLV�FKDSWHU�RQO\�WR�DOHUW�UHDGHUV�
to its complexities and the elements that it shares with 
human movement simulation.

One aspect of control theory that is of particular 
interest is feedback. Feedback is information collected 
by the organism about either itself or the environment. 
:KHQ�ZH�ZDON��IRU�H[DPSOH��ZH�UHFHLYH�PDQ\�GLIIHUHQW�
forms of feedback, including sensory information from 
our vision, proprioception, and vestibular system, to 
QDPH�EXW�D�IHZ�RI�WKH�FKDQQHOV��:H�XVH�WKLV�LQIRUPD-
tion to determine how to control our gait, altering our 
control as it becomes necessary. This type of control is 
called closed-loop control. In contrast, a control strategy 
in which a preprogrammed routine is enacted without 
using feedback is referred to as open-loop or feedforward 
control��,Q�FRPSXWHU�VLPXODWLRQV��LW�LV�GLI¿FXOW�WR�LPSOH-
ment closed-loop control. Typically, researchers program 
the model controls in advance, run the simulation, and 
then change the controls afterward. The simplicity of this 
control may seem unrealistic, but every tool is limited, 
DQG�ZH� MXVW� KDYH� WR� XVH� WKHP�ZKLOH� UHVSHFWLQJ� WKHLU�

FROM THE SCIENTIFIC LITERATURE
Mochon, S., and T.A. McMahon. 1980. Ballistic walking. Journal of Biomechanics 13:49-57.

A classic computer simulation was the ballistic walking 
PRGHO�RI�0RFKRQ�DQG�0F0DKRQ���������VHH�DOVR�0F0D-
KRQ��������7KLV�PRGHO�KDG�WKUHH�VHJPHQWV�UHSUHVHQWLQJ�
the human body: a straight, rigid stance limb that sup-
SRUWHG�D�VZLQJLQJ�WKLJK�DQG�OHJ��¿JXUH��������7KH�PDVV�
of the head, trunk, and arms was lumped together as 
a point mass at the hip. The model had no muscles. It 
started “walking” at the instant of right toe-off, and the 
simulation ended at right heel contact. This model was, 
of course, too simple to predict many features of human 
walking, but the authors noted that their goal was only to 
make simple statements. In addition to noting that their 
model could locomote without falling down, the authors 
IRXQG�WKDW�WKHLU�PRGHO�UHÀHFWHG�WKH�FKDQJH�LQ�ZDONLQJ�
speed that occurs with increasing body height. Also, as 
is the case with humans, the model’s speed was limited 
by the need for the swing leg to clear the ground. E5144/Robertson/Fig10.5/415011/alw/r1-pulled 

 ŸFigure 10.5 Stick figure of the walking model of 
Mochon and McMahon (1980).
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limitations. The following examples of human movement 
simulations show that there is still much to learn even 
without perfect controls.

LIMITATIONS OF 
COMPUTER MODELS
No matter how sophisticated a computer model becomes, 
many limitations remain, and they arise from a number 
of factors:

 Ź the numerical imperfections that exist in the solu-
tion process,

 Ź WKH�GLI¿FXOW\�RI�DFFXUDWHO\�PRGHOLQJ�LPSDFWV�
 Ź the approximation of complex human structures,
 Ź the enormous adaptability of the human system, and
 Ź the inevitability of having to make assumptions, 
because we can never account for all of the human 
and environmental factors.

Numerical errors are often slight and can often be 
UHVROYHG� �VHH�� H�J���5LVKHU� HW� DO�� �������1RQHWKHOHVV��
models become increasingly sensitive as the number of 
components increases. In addition, small errors that arise 

early in a simulated movement can propagate and grow 
to measurable levels by the end of the simulation. Also, 
models can have parameters that differ by many orders 
of magnitude, a situation referred to as a stiff system of 
equations. This can lead to a sensitive model that gener-
ates inconsistent results.

,PSDFWV�DUH�YHU\�GLI¿FXOW�WR�PRGHO��2QH�UHDVRQ�IRU�
this is that they incur sharp changes in the accelera-
tions of the body segments, resulting in discontinuities 
that lead to numerical errors. Also, impacts generally 
violate the assumption that the human body consists of 
rigid segments. During walking, for example, the feet 
deform, storing and dissipating mechanical energy in 
D�PDQQHU� WKDW� LV�H[WUHPHO\�GLI¿FXOW� WR�PRGHO��:KHQ�
the human body runs or performs a drop landing, 
WKH�LPSDFWV�PDNH�FRPSXWHU�VLPXODWLRQ�YHU\�GLI¿FXOW��
indeed. Often, these issues can be resolved by reduc-
ing the time step of the solution, but sometimes it is 
necessary to increase the complexity of the model. For 
H[DPSOH��'HUULFN�DQG�FROOHDJXHV¶��������PRGHO�XVHG�D�
WLPH�VWHS�RI��������V��+RZHYHU��PRGHOLQJ�KHHO�FRQWDFW�
LQ�UXQQLQJ�DQG�ZDONLQJ�LV�VWLOO�D�YHU\�GLI¿FXOW�SUREOHP��
HVSHFLDOO\�IRU�GLIIHUHQW�ORFRPRWLRQ�VSHHGV�DQG�VXEMHFW�
DQWKURSRPHWULHV��5HIHU�WR�*LOFKULVW�DQG�:LQWHU��������
for more details.

FROM THE SCIENTIFIC LITERATURE
Onyshko, S., and D.A. Winter. 1980. A mathematical model for the dynamics of human locomotion. 

Journal of Biomechanics 13:361-8.

2Q\VKNR�DQG�:LQWHU�GHYHORSHG�D�PRUH�DGYDQFHG�PRGHO�
WKDQ�WKDW�RI�0RFKRQ�DQG�0F0DKRQ�LQ�WKLV������SDSHU��
$V� VKRZQ� LQ� ¿JXUH� ������ LW� KDG� VHYHQ� VHJPHQWV� FRU-
responding to a torso with two thighs, legs, and feet. 
6L[� MRLQW�PRPHQWV�FRQWUROOHG� WKLV� V\VWHP��DQG� LW�FRXOG�
perform a full gait cycle. Although this model appears 
to be similar to that of Mochon and McMahon, it was in 
fact much more complicated. The equations of motion, 
derived via Lagrange’s method, required 22 anthropo-
metric constants and had literally dozens of terms. The 
HTXDWLRQ�RI�PRWLRQ�IRU�HDFK�VHJPHQW�DOVR�UHTXLUHG�MRLQW�
moments determined from experimental data. Moreover, 
the model had to operate differently depending on the 
phase of the gait cycle. In other words, single support on 
the right foot required the equations of motion opposite 
to those for single support on the left foot, and these were 
different from the double-support equations. In effect, 
the simulation included four separate programs run by a 
master program that constantly determined what phase 
of the gait cycle the model was in. E5144/Robertson/Fig10.6/415012/alw/r1-pulled 
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 ŸFigure 10.6 Stick figure of the walking model of 
Onyshko and Winter (1980), showing its joint moment 
controls.
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Human structures themselves are much more com-
plicated than our models of them. For example, most 
VLPXODWLRQV� XVH� VLPSOH� UHSUHVHQWDWLRQV� RI� MRLQWV� DQG�
assume that segments are rigid; for most purposes, these 
ZRUN�ZHOO��+RZHYHU��MRLQWV�DUH�QRW�VLPSOH�SLYRWV��PXVFOHV�
are not simple torque actuators, and segments are not 
rigid. Thus, researchers must be alert to the effects of 
VXFK�VLPSOL¿FDWLRQV��)RU�H[DPSOH��LI�D�GLVFUHSDQF\�ZHUH�
observed in the ankle moment data of a running model, 
D�UHVHDUFKHU�PLJKW�¿UVW�TXHVWLRQ�ZKHWKHU� WKH�SUREOHP�
stemmed from the assumption that the foot segment was 
rigid. A second question might be whether the model 
ankle reasonably approximated the orientation of the 
DQNOH��VXEWDODU��MRLQW�

:KHQ�PRGHOLQJ��ZH�PXVW� UHPHPEHU� WKDW�ZH� DUH�
simulating a human system in which the sensory and 
control systems and their organization are extraor-
dinarily complex. A complete model of the moving 
human—even if we understood the entire human 
system to begin with—would be too much for the most 
sophisticated computers to handle. Therefore, every 
PRGHO�RI� WKH�KXPDQ�V\VWHP�LV�DQ�RYHUVLPSOL¿FDWLRQ��
This is an accepted part of the science. For example, 
as was mentioned earlier in this chapter, virtually all 
walking simulations have been performed on level 
JURXQG�� \HW� UHVHDUFKHUV� KDYH� GLI¿FXOW\� FRPSOHWHO\�
modeling the movement in even this simple situation. 
In addition, humans can adapt to myriad surfaces, 
turns, steps, bumps, and other conditions while walk-
ing, and each of these would require a different—and 
OLNHO\�FRPSOH[²DGMXVWPHQW�WR�WKH�PRGHO��2XU�PRGHOV�
DOVR�QHJOHFW�WKH�YDVW�DUUD\�RI�VHQVHV�WKDW�LQÀXHQFH�RXU�
movements with their messages. Even if we put aside 
these concerns, the issue of adaptability under simple 
test conditions is also pertinent. In short, replicating a 
human movement is generally straightforward, but pre-
dicting how that movement will change under different 
WHVW�FRQGLWLRQV�LV�GLI¿FXOW��6XSSRVH��IRU�H[DPSOH��WKDW�ZH�
have a highly accurate simulation of normal walking. 
:KDW�ZLOO�KDSSHQ�ZKHQ�WKH�WRUVR�PDVV�LQFUHDVHV��DV�LW�
ZRXOG�LI�ZH�KDG�WR�DFFRXQW�IRU�D�EDFNSDFN"�:LOO�WKH�
VWULGH�OHQJWKHQ�RU�VKRUWHQ"�:LOO�WKH�WRUVR�DQJOH�FKDQJH"�
:LOO�WKH�ORDG�EH�WRR�KHDY\�DOWRJHWKHU"

In light of these limitations, it is clear that models 
should be interpreted with caution. It is more instructive 
to look at the larger results of the study than at small 
GLIIHUHQFHV� LQ� MRLQW�PRPHQWV� RU� VHJPHQW� NLQHPDWLFV��
,QWHUSUHWDWLRQV�PXVW�DOVR�EH�OLPLWHG�WR�WKH�VSHFL¿F�FLU-
cumstances of a model, even when the risks of extrapo-
lating results may seem inconsequential. For example, a 
model of normal walking should not be used to infer the 
gait of a person with an amputation, nor should a simula-
tion performed at one speed of movement be assumed 
to apply to all speeds. Environmental conditions and 
FRQVWUDLQWV�VWURQJO\�DIIHFW�VXEMHFW�EHKDYLRU��DV�GR�VXFK�

VXEMHFW�FKDUDFWHULVWLFV�DV�DJH��JHQGHU��SK\VLFDO�WUDLQLQJ��
and body type; all of these can introduce limitations. 
Obviously, one cannot be too careful in deciding how 
much a model says about the real world. The beauty of 
VLPXODWLRQ�OLHV�LQ�LWV�JUHDW�ÀH[LELOLW\�DQG�FRQWUROODELOLW\��
but it is because of those factors that we cannot draw 
direct inferences to the real world. All conclusions are 
LPSOLHG�DQG�VXEMHFW�WR�IXUWKHU�H[SHULPHQWDWLRQ��,Q�VKRUW��
although model interpretation may be more art than sci-
HQFH��LWV�LPSRUWDQFH�FDQQRW�EH�RYHUHPSKDVL]HG��:KHQ�
interpreting model data, use the following guidelines:

 Ź The exact magnitudes of quantitative data should be 
treated conservatively, because of their sensitivity to 
model assumptions.

 Ź Analogies between model and human structures 
should remain loose.

 Ź Never state that the way in which the model works is 
the way in which the human system works; discuss 
the model and humans separately.

5HJDUGLQJ�WKH�¿UVW�SRLQW��LW�LV�VKRZQ�WKURXJKRXW�WKLV�
text that many assumptions go into our calculations of 
VXFK�GDWD� DV� MRLQW�PRPHQWV� DQG� VHJPHQW� NLQHPDWLFV��
These same problems exist in computer models. In fact, 
models have additional assumptions, and so we need 
to be even more reserved in making our quantitative 
DVVHVVPHQWV��,Q�FKDSWHUV�������DQG�����ZH�OHDUQHG�WKDW�
anthropometric estimates and various treatments of data 
VXFK�DV�¿OWHULQJ�DQG�GLIIHUHQWLDWLRQ�OLPLW�XV�WR�DERXW�D�
����WKUHVKROG�RI�LQWHUSUHWDWLRQ�RI�MRLQW�PRPHQW�GDWD��6R��
IRU�H[DPSOH��IRU�D�MXPSLQJ�PRGHO�WKDW�JHQHUDWHV�NQHH�
MRLQW�PRPHQW�GDWD��ZH�PXVW�FRQVLGHU�WKDW�����WKUHVKROG�
of interpretation. However, the simulation model also 
PDNHV�RWKHU�DVVXPSWLRQV�DERXW�KRZ�WKH�VXEMHFW�JHQHU-
DWHG�WKDW�MRLQW�PRPHQW��3HUKDSV�RXU�PRGHO�ZRXOG�SURGXFH�
VOLJKWO\�GLIIHUHQW�MRLQW�PRPHQWV�LI�ZH�LPSRVHG�GLIIHUHQW�
FRQVWUDLQWV�RQ�WKH�VXEMHFW�RU�LI�ZH�XVHG�GLIIHUHQW�RSWL-
mization techniques or numerical integration methods.

In reference to the second guideline, we generally 
should not state that a particular model component is 
a human structure. Almost any physical system in the 
world can be modeled as a second-order differential 
equation, and a system of masses, springs, and dampers 
can be constructed to model almost any human move-
ment. This should not lead us to state that some part of the 
human body is a mass, spring, or damper; instead, state 
that the body part acts like a mass, spring, or damper in 
our model. For example, do not state that the spring of a 
mass-spring running model is the lower extremity but 
rather that the spring behaves like the lower extremity. 
This may seem to be only a matter of semantics, but it 
is not. Biomechanists construct behavioral models of 
human movement, and therefore it is best to discuss a 
model separately from the real world.
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SUMMARY
This chapter began with a discussion of why one would 
want to simulate human movement on a computer. It 
concluded by discussing how limited our current models 

are, which might seem to suggest that simulation is too 
grossly limited to be of much use. This is not the case, 
however. The fact is that we do not understand how we 
perform even a “simple” task like walking. Simulation 
is a fertile ground for testing and developing what we 

FROM THE SCIENTIFIC LITERATURE
Derrick, T.R., G.E. Caldwell, and J. Hamill. 2000. Modeling the stiffness characteristics of the human 

body while running with various stride lengths. Journal of Applied Biomechanics 16:36-51.

Sometimes the simplest models to implement are the 
hardest to interpret. Earlier, we mentioned mass-spring 
models of human running, in which a mass corresponding 
to body mass bounces on a large spring. Interested read-
HUV� VKRXOG� UHIHU� WR�0F0DKRQ� DQG� FROOHDJXHV� ������� IRU�
IXUWKHU� UHDGLQJ��$OH[DQGHU� DQG� FROOHDJXHV� ������� QRWHG�
that mass-spring models for animal gait generate ground 
reaction force (GRF) curves shaped like inverted parabolas, 
whereas human GRFs are more complex, typically showing 
an initial sharp peak followed by a larger, more rounded 
peak. Therefore, Alexander and colleagues proposed a more 
sophisticated mass-spring-damper model of running. In 
this model, a large mass rested atop a spring, which in turn 
rested on a second, smaller mass. The smaller mass then 
rested on a spring and a damper (or dashpot), which is an 
energy-dissipation element much like a shock absorber in a 
car. Alexander and colleagues demonstrated that this model 
produced the more lifelike two-peak GRF. Diagrams of the 
WZR�PRGHO�W\SHV�DQG�WKHLU�*5)V�DUH�VKRZQ�LQ�¿JXUH������

'HUULFN� DQG� FROOHDJXHV� �������XVHG� D�PDVV�
VSULQJ�GDPSHU�PRGHO� WR� VWXG\� WKH� LQÀXHQFH� RI�
different stride characteristics on GRF character-
istics. In the model, the spring between the two 
PDVVHV�WHQGHG�WR�LQÀXHQFH�WKH�WLPH�FRXUVH�RI�WKH�
GRF (i.e., a stiffer spring had less contact time 
with the ground), and the lower spring tended to 
LQÀXHQFH�RQO\�WKH�¿UVW�LPSDFW�SHDN��,Q�WKH�VWXG\��
��� H[SHULPHQWDO� VXEMHFWV� UDQ� DW� WKHLU� SUHIHUUHG�
VWULGH�OHQJWK�DQG�DW������DQG������RI�WKHLU�SUH-
ferred stride length. Then, for each experimental 
FRQGLWLRQ��WKH�LQYHVWLJDWRUV�DGMXVWHG�WKH�VWLIIQHVV�
of the two model springs using an optimization 
algorithm to match the model GRF to the experi-
mental. In these experimental curves, as stride 
length decreased, the GRF impact peak decreased 
E\�����DQG�VWDQFH�WLPH�GHFUHDVHG�E\�����,Q�WKH�
model parameters, the upper spring was twice as 
stiff with the short strides as it was with the long 
strides. The lower spring had the opposite effect, 
EHLQJ�DERXW�����DV�VWLII�ZLWK�WKH�VKRUW�VWULGHV�

Interpretation of mass-spring-damper data is 
not straightforward, because the model is very 

DEVWUDFW��7KH�ORZHU�PDVV�ZDV�����RI�ERG\�PDVV��ZKLFK�
might mean that it corresponded to the mass of the stance 
limb. Therefore, we can think of the upper spring as a 
measure of whole-body compliance. As much as we might 
like to, we cannot say that the upper spring represents the 
VWLIIQHVV�RI�D�VSHFL¿F�MRLQW��VXFK�DV�WKH�NQHH��7KH�IDFW�LV�WKDW�
PXOWLSOH�MRLQWV�DUH�LQYROYHG�LQ�DEVRUELQJ�WKH�LPSDFWV�RI�UXQ-
ning, so we cannot draw such a direct analogy. The correct 
LQWHUSUHWDWLRQ�LV�WKDW�ZKHQ�KXPDQ�VXEMHFWV�UXQ�ZLWK�ORQJHU�
strides, their bodies become more compliant. Both Derrick 
DQG�FROOHDJXHV��������DQG�0F0DKRQ�DQG�FROOHDJXHV��������
QRWHG�WKDW�KXPDQ�VXEMHFWV�DFKLHYHG�JUHDWHU�FRPSOLDQFH�ZLWK�
JUHDWHU�GHJUHHV�RI�NQHH�ÀH[LRQ��+RZHYHU��QHLWKHU� LV� WKLV�
something we can extract from the mass-spring-damper 
model, simply because it does not have knees.

The mass-spring-damper model demonstrates clearly 
that models must be interpreted carefully. The lower 
extremity is not a spring, but we can glean some useful 
information by modeling it as a simple spring.

E5144/Robertson/Fig10.7/415013,463195/alw/r2 -pulled 
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 ŸFigure 10.7 Mass-spring and mass-spring-damper 
models with their respective vertical GRF curves.
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understand, a powerful tool that has great promise for 
developing many practical applications in the medi-
FDO�DQG�LQGXVWULDO�¿HOGV��7KH�NH\��DV�ZLWK�DOO�WRROV��LV�

to use it properly. Constructing a model is relatively 
straightforward, but we must heed the limits of inter- 
pretation.
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Chapter 11

Musculoskeletal  
Modeling
Brian R. Umberger and Graham E. Caldwell

In chapter 9 we discussed how muscle models can be used to represent the force-generating capabili-
ties of muscles, and in chapter 10 we discussed the process for creating simulation models of the 
human body. In this chapter, we combine these two areas and discuss musculoskeletal models that 

represent the anatomic, geometric, and dynamic characteristics of human body segments and joints. 
In this chapter, we

 Ź introduce the processes of using musculoskeletal models to perform inverse dynamics and forward 
dynamics analyses;

 Ź identify the basic components of musculoskeletal models, including skeletal geometry, passive joint 
properties, muscle kinematics and moment arms, and interactions with the environment;

 Ź discuss neural control of musculoskeletal models, including static and dynamic optimization 
techniques;

 Ź work through an example of induced acceleration analysis used with a musculoskeletal model; and
 Ź introduce other analysis techniques used to interpret and validate musculoskeletal models.

MUSCULOSKELETAL MODELS
From a biomechanical perspective, the human body can be thought of as a system of anatomical seg-
ments that are connected by joints and acted upon by muscles, ligaments, and other internal structures. 
This system interacts with the environment around it and is controlled in such a way as to produce 
purposeful movement. Musculoskeletal modeling is the process that takes all of these factors into 
account in a systematic effort to better understand human movement. Among their many uses, mus-
culoskeletal models provide the best means for estimating internal loading of anatomical structures, 
because opportunities for direct measurement of muscle, bone, and joint forces in humans are severely 
limited. Given that muscles are the motors that drive human movement and act as the intermediaries 
between the nervous system and the skeletal system, musculoskeletal modeling also holds great prom-
ise for advancing our understanding of the energetics and control of movement. However, developing, 
evaluating, and using musculoskeletal models is a labor-intensive process, fraught with approxima-
WLRQV��VLPSOL¿FDWLRQV��DQG�XQFHUWDLQWLHV��*LYHQ�WKH�VWHDG\�LQFUHDVH�LQ�WKH�QXPEHU�RI�PXVFXORVNHOHWDO�
PRGHOLQJ�VWXGLHV�LQ�WKH�VFLHQWL¿F�OLWHUDWXUH��LW�LV�FULWLFDO�IRU�VWXGHQWV�RI�KXPDQ�PRYHPHQW�WR�XQGHUVWDQG�
the opportunities and limitations associated with the use of musculoskeletal models. This can best be 
accomplished by understanding the procedures involved in creating and using musculoskeletal models 
to address questions in human movement.

7KH�¿UVW�GHFLVLRQ�WR�EH�PDGH�LQ�DQ\�PRGHOLQJ�VWXG\�LV�WKH�OHYHO�RI�GHWDLO�WKDW�ZLOO�EH�QHFHVVDU\�
in the model. This decision should be driven by the nature of the research question to be addressed. 
Consideration should be given to issues discussed in chapter 10, such as whether the model will be 
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two-dimensional (2-D) or three-dimensional (3-D), the number of body segments to include, and the 
way in which the joints will be modeled. Consideration must also be given to issues discussed in 
chapter 9, such as which muscle model to use, how many muscles to include, and how the muscles will 
be controlled. Examples of musculoskeletal models from the literature range in complexity from one 
degree of freedom (DOF), with a single segment acted upon by a single muscle, to multiple DOF models 
containing 10 or more body segments and dozens of muscles. In all cases, the model should represent 
the anatomy of the skeleton, the inertial characteristics of the body segments, and the properties of 
WKH�PXVFXODU�DQG�QHXUDO�V\VWHPV�WR�D�OHYHO�RI�GHWDLO�DQG�DFFXUDF\�QHFHVVDU\�WR�DGGUHVV�WKH�VSHFL¿F�
research question being investigated.

As with the Hill muscle model (chapter 9), the constituent parts of a musculoskeletal model are 
represented in software through mathematical expressions. For example, movement of the skeleton is 
described by the dynamic equations of motion (chapter 10), where segmental motion is produced by 
moments acting at the joints. If the model is used in an inverse dynamics approach (chapters 5 and 7), 
VHJPHQWDO�PRWLRQ�LV�VSHFL¿HG�DQG�XVHG�WR�FDOFXODWH�QHW�MRLQW�PRPHQWV��$GGLWLRQDO�PRGHOLQJ�LV�WKHQ�
necessary to distribute the joint moments into individual forces from muscles, ligaments, and joint 
VXUIDFHV��¿JXUH��������)RUZDUG�G\QDPLFV�PRGHOV��FKDSWHU������ZKLFK�VLPXODWH�ERG\�VHJPHQW�PRWLRQ�
from given kinetic inputs, are driven either by joint moment actuators or by individual muscle actua-
WRUV��¿JXUH��������,Q�HLWKHU�FDVH��PXVFOH�PRGHOV�RI�VRPH�GHVFULSWLRQ�FDQ�UHSUHVHQW�WKH�SK\VLRORJLFDO�
attributes of these kinetic actuators.

It is clear that net joint moments are mathematically associated with the (unknown) forces produced 
by the individual muscles. These unknown muscle forces can be estimated with a musculoskeletal 
PRGHO�WKDW�XVHV�+LOO�W\SH�PRGHOV�WR�UHSUHVHQW�VSHFL¿F�PXVFOHV��7KH�PDWKHPDWLFDO�UHODWLRQ�EHWZHHQ�
a given muscle force and a given joint moment is dictated by the geometrical relation between the 
muscle line of action and the center of rotation of the joint in question. Force output from an individual 
muscle model is determined in part by the stimulation (also referred to as excitation) it receives from 
the nervous system, the so-called control signal. This control signal can be generated from a measured 
electromyography (EMG) signal, derived from a theoretical control algorithm, or obtained via optimi-
zation techniques. Once a simulation of the desired movement has been generated, a musculoskeletal 
model can be used to gain insights into the mechanics, energetics, and control of movement that are 
not provided by experimental techniques alone.
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 ŸFigure 11.1 Overview of musculoskeletal model-based inverse dynamics and forward dynamics analy-
ses. In inverse dynamics, the inputs are body segment positions (q) and the outputs are muscle forces (FM). 
In forward dynamics, the inputs are muscle stimulation patterns (STIM) and the outputs are body segment 
positions (q). In both cases, musculoskeletal geometry defines the transformations between muscle forces 
(FM) and joint moments (MJ).
0RGL¿HG�IURP�3DQG\������
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In the following sections, we outline the components of musculoskeletal models. In later sections, 
we discuss the approaches used to control the movements of musculoskeletal models and some of the 
ways in which they can be used to study human movement.

Skeletal Geometry and Joint Models
From an anatomical viewpoint, the skeleton is the framework that physically supports the muscles. 
An accurate skeletal model permits the correct assignment of muscle origin and insertion locations as 
well as the paths that muscles follow between their origin and insertion sites. The surface geometry 
of individual bones can be obtained with a handheld digitizer, a laser scanner, or imaging modalities 
such as computed tomography or magnetic resonance imaging (MRI). Figure 11.2 shows a scanned 
femur from a musculoskeletal model of the human lower limb (Arnold et al. 2010). The wireframe 
LPDJH�RQ�WKH�OHIW��¿JXUH�����a��UHYHDOV�WKH�DFWXDO�SRLQWV�DQG�SRO\JRQV�WKDW�GH¿QH�WKH�VXUIDFH�RI�WKH�
ERQH��ZKHUHDV�WKH�LPDJH�RQ�WKH�ULJKW��¿JXUH�����b) shows a smoothed version of the bone. Because 
of the effort involved in creating a complete skeletal model, 
usually a single generic model is used, which may be scaled in 
VL]H�WR�UHSUHVHQW�D�VSHFL¿F�LQGLYLGXDO��7KLV�VFDOLQJ�SURFHVV�FDQ�
lead to inaccuracies in the model due to (1) unknown variations 
in skeletal shape between individuals, (2) unknown variations 
in muscle origin and insertion locations between individuals, 
and (3) inaccurate scaling. We can overcome these problems 
by using imaging techniques to scan individual subjects and 
WKHUHE\�FUHDWH�WUXH�VXEMHFW�VSHFL¿F�VNHOHWDO�PRGHOV��%OHPNHU�HW�
DO���������&XUUHQWO\��FUHDWLQJ�VXEMHFW�VSHFL¿F�PRGHOV�UHTXLUHV�
a great investment of time, effort, and scanning costs, but with 
technological advances this approach could become routine in 
the future.

From a mechanical viewpoint, the skeletal geometry is 
important because the forces transmitted by the muscles to the 
skeleton have direct bearing on the linear and angular motion of 
the skeleton and individual body segments. As the muscles run 
their course from origin to insertion, they pass over the joints 
formed by adjacent bones. The mechanical nature of each joint 
is determined by the local skeletal geometry of the contact sur-
faces between the bones. For example, at the hip, the head of the 
proximal femur and the pelvic acetabulum form a stable union 
that allows rotation of the femur with very little translation of 
the femoral head. Mechanically, this can be modeled in 2-D as 
a hinge joint with one rotational DOF or in 3-D as a ball-and-
socket joint with three rotational DOF.

From a modeling perspective, the way in which joints are represented is important because it has 
been shown to affect the prediction of muscle forces (Glitsch and Baumann 1997). The structure of the 
articulation between bones dictates the mechanical nature of surrounding soft tissues such as ligaments 
and muscles because these tissues must create forces that provide for both skeletal motion and joint 
LQWHJULW\��)RU�H[DPSOH��WKH�UHODWLYHO\�ÀDW�VXUIDFH�RI�WKH�SUR[LPDO�WLELD�DQG�WKH�FXUYHG�VXUIDFH�RI�WKH�
distal femur provide little bony stability at the knee, and it is no surprise that the ligaments and muscles 
there must provide a much higher degree of joint stability than do their counterparts at the hip. In 3-D, 
the knee should be viewed as having six DOF (three rotations and three translations), and models of 
the knee that seek to provide insights on tissue loading typically include this level of detail. However, 
because knee motion is restricted in some directions, models used to study gross body movement fre-
TXHQWO\�PRGHO�WKH�NQHH�DV�D�SODQDU�KLQJH�ZLWK�VSHFL¿HG�DPRXQWV�RI�WUDQVODWLRQ�LQ�WKH�DQWHULRU�SRVWHULRU�
and proximal-distal directions or even as a simple hinge with no translation of the axis of rotation. 
In both of these cases the joint would have only one DOF, because the translations in the former case 
DUH�SUHVFULEHG�DV�IXQFWLRQV�RI�WKH�NQHH�MRLQW�DQJOH��8VLQJ�D�RQH�'2)�NQHH�MRLQW�JUHDWO\�VLPSOL¿HV�WKH�
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 ŸFigure 11.2 A scanned femur shown 
using wireframe (a) and smoothed (b) 
rendering. Bony geometry is from the 
musculoskeletal model described by 
Arnold et al. 2010 and was rendered 
using the open-source modeling package 
OpenSim (Delp et al. 2007).
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equations of motion in a model of the whole body. However, if a simple hinge joint is used, care must 
EH�WDNHQ�LQ�GH¿QLQJ�WKH�PXVFOH�OHQJWKV�DQG�PRPHQW�DUPV�DERXW�WKH�NQHH�MRLQW��EHFDXVH�WKH�WUXH�UHOD-
tive displacements of the muscle origins and insertions are not only functions of joint rotation but also 
depend on translations of the body segments that accompany joint rotation.

Passive Joint Properties
During most human movements, active muscles contribute the primary forces that drive joint motion. 
However, passive structures also exert moments across the joints. Ligaments, capsular tissue, fascia, 
cartilage, and parallel muscle elasticity may all contribute to the net moment at a joint. These effects 
have often been ignored in musculoskeletal models but generally should be taken into account to ensure 
accurate model results. Thus, there are really two major components to the net joint moment: the active 
joint moment, arising from active muscle forces, and the passive joint moment, arising from forces in 
passive tissues. The active and passive joint moments sum to equal the net joint moment, which is the 
result calculated from an inverse dynamics analysis (chapter 5). Given the design of most major diar-
throdial joints in the human body, the passive moments tend to be small for much of the normal range 
of joint motion, leading to their exclusion from some musculoskeletal models. However, the passive 
moments can become quite large in magnitude as the end-range of joint motion is approached, and 
sometimes they make meaningful contributions to the net joint moment during normal movements. For 
H[DPSOH��WKH�SDVVLYH�FRPSRQHQW�UHSUHVHQWV�PRUH�WKDQ�RQH�WKLUG�RI�WKH�PDJQLWXGH�RI�WKH�QHW�KLS�ÀH[RU�
moment during the second half of the stance phase in walking (Whittington et al. 2008). In addition to 
ensuring more accurate simulation results, the inclusion of passive joint moments in a musculoskeletal 
model helps prevent the joints from achieving highly unrealistic postures during forward dynamics 
simulations.

The way in which passive joint properties are included in a musculoskeletal model depends on 
its intended use. For a detailed 3-D model of the knee joint that will be used to predict joint contact 
stresses, the actual lines of action and material properties for each major passive structure may need to 
be explicitly represented. A simpler approach, commonly used in models for studying gross movement, 
is to incorporate a single passive joint moment relation for each rotational DOF. Several such equations 
have been published in the literature and frequently take the form of a so-called double exponential 
curve (Audu and Davy 1985). An example of a double-exponential equation for passive joint moment 
(M

pas 
) as a function of joint angle (!) is

 Mpas = k1e
�k2 ���1( ) � k3e

�k4 �2��( )  (11.1)

where k1 through k4, !1, and !2 are constants that determine the shape of the passive moment curve. 
6SHFL¿FDOO\��!1 and !2 set the range of joint angles over which the passive moment has a low magnitude, 
whereas k1 through k4 determine the degree to which the passive moment increases outside the joint 
angle range set by !1 and !2. This approach to modeling passive joint restraints provides a restoring 
PRPHQW�WKDW�RSSRVHV�WKH�GLUHFWLRQ�RI�MRLQW�DQJXODU�GLVSODFHPHQW��DV�VKRZQ�LQ�¿JXUH�����a. For instance, 
DV�D�MRLQW�LV�PRYHG�WRZDUG�WKH�OLPLWV�RI�ÀH[LRQ��WKHUH�LV�D�SDVVLYH�H[WHQVRU�PRPHQW�WKDW�JURZV�H[SRQHQ-
WLDOO\�LQ�PDJQLWXGH�ZLWK�WKH�GHJUHH�RI�MRLQW�ÀH[LRQ��)RU�PRVW�MRLQWV��WKH�SDVVLYH�PRPHQW�UHODWLRQ�ZLOO�
be asymmetrical, as different anatomical structures contribute to the passive moment at each extreme 
of the joint range of motion.

An important distinction among the passive joint moment models found in the literature is whether 
they assume that the passive moment at a joint depends only on the angle of that joint, or also on the 
angles of the adjacent joints. This issue is directly related to how passive forces generated by biarticular 
muscles are included in the overall musculoskeletal model. For example, the contribution of the parallel 
HODVWLF�FRPSRQHQW��3(&��RI�WKH�ELDUWLFXODU�KDPVWULQJV�WR�WKH�KLS�MRLQW�SDVVLYH�PRPHQW�GHSHQGV�QRW�RQO\�
RQ�WKH�KLS�MRLQW�DQJOH�EXW�DOVR�RQ�WKH�NQHH�MRLQW�DQJOH��$V�VKRZQ�LQ�¿JXUH�����b, when the knee joint is 
extended and the hamstrings are stretched, the passive hip extension moment is larger in magnitude 
WKDQ�ZKHQ�WKH�NQHH�LV�ÀH[HG��3DVVLYH�MRLQW�PRPHQW�HTXDWLRQV�WKDW�GHSHQG�RQ�D�VLQJOH�MRLQW�DQJOH��H�J���
Audu and Davy 1985) will only be able to adequately represent nonmuscular passive contributions 
DQG�DUH�EHVW�SDLUHG�ZLWK�PXVFOH�PRGHOV�WKDW�LQFOXGH�D�3(&��WR�SURSHUO\�DFFRXQW�IRU�WKH�FRQWULEXWLRQV�
of biarticular muscles. However, passive joint moment expressions that include the effects of adjacent 
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MRLQW�DQJOHV��H�J���6LOGHU�HW�DO��������ZLOO�LPSOLFLWO\�DFFRXQW�IRU�WKH�3(&�RI�DQ\�PXVFOHV�WKDW�FURVV�WKH�
MRLQW��,Q�WKHVH�FDVHV��LW�LV�DSSURSULDWH�WR�XVH�D�PXVFOH�PRGHO�ZLWKRXW�D�3(&��VR�WKDW�SDVVLYH�PXVFXODU�
contributions are not counted twice. The latter approach has the advantage that the total passive moment 
DW�D�MRLQW�FDQ�EH�UHDGLO\�PHDVXUHG�RQ�D�VXEMHFW�VSHFL¿F�EDVLV��+RZHYHU��WKLV�DSSURDFK�UHTXLUHV�PRUH�
terms in the passive moment equations than are shown in equation 11.1. In contrast, the former approach 
LQYROYHV�SDUWLWLRQLQJ�RXW�WKH�PXVFXODU�DQG�QRQPXVFXODU�FRQWULEXWLRQV��ZKLFK�LV�GLI¿FXOW�LQ�SUDFWLFH�

Formulating passive joint moment expressions for a 2-D sagittal plane musculoskeletal model is 
relatively straightforward. However, the situation for 3-D joint models (e.g., hip or shoulder) is more 
complicated. One approach is to include a passive joint moment equation for each rotational DOF at 
the joint, corresponding to the three Cardan angles (chapter 2) that describe the orientation of the joint. 
However, the axes of these Cardan angles are not orthogonal, and they change their relative orientations 
during the course of a movement. Thus, this approach would miss any interactions among the three 
contributions to the total passive moment at the joint. For example, the passive moment associated 
ZLWK�ÀH[LQJ�DQG�H[WHQGLQJ�WKH�KLS�MRLQW�PD\�GLIIHU�GHSHQGLQJ�RQ�WKH�DQJOH�RI�DEGXFWLRQ�DGGXFWLRQ�
and internal-external rotation. These interdependencies could be captured using an extensive set of 
passive moment measurements and equations that include interaction terms, but examples of this are 
rare in the literature (e.g., Hatze 1997).

Muscle Kinematics and Moment Arms
Muscles change length as a function of angular displacements of the joint or joints they cross. It is easy 
WR�VHH�WKDW�LVRODWHG�H[WHQVLRQ�RI�WKH�NQHH�MRLQW�FDXVHV�WKH�JDVWURFQHPLXV�WR�OHQJWKHQ��¿JXUH�����b) or 
WKDW�LVRODWHG�DQNOH�SODQWDU�ÀH[LRQ�FDXVHV�ERWK�WKH�JDVWURFQHPLXV�DQG�VROHXV�WR�VKRUWHQ��¿JXUH�����c). 
However, it is harder to predict what will happen to gastrocnemius length with simultaneous knee 
H[WHQVLRQ�DQG�DQNOH�SODQWDU�ÀH[LRQ��¿JXUH�����d). The amount of length change in a muscle-tendon unit 
depends on the geometry of the bones that form the joint and the amplitude of joint angular displace-
PHQW��7KHUH�DUH�SHUIHFWO\�UHDVRQDEOH�VFHQDULRV�IRU�NQHH�H[WHQVLRQ�DQG�DQNOH�SODQWDU�ÀH[LRQ�WKDW�ZRXOG�
cause the gastrocnemius to lengthen, shorten, or not change length at all. The ability to accurately 
model these muscle length changes is important for determining how much force a given muscle can 
produce, as discussed in chapter 9.

Muscle Length Prediction Equations
One common technique is to express the length for each muscle as a function of the angular displacement 
for all joints spanned by that muscle. For example, Grieve and colleagues (1978) used measurements 
from cadavers to estimate the muscle length changes for the gastrocnemius at a range of given angular 
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 ŸFigure 11.3 Passive joint moment curves. (a) The passive hip joint moment, assuming dependence only on 
the hip joint angle. (b) Way in which the passive hip joint moment is affected by changing the knee joint angle.
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positions for both the ankle and knee joints. Their results were used to form equations that predicted 
muscle length, normalized to segment length, as a function of joint angles. Their equations are easily 
scaled to other subjects based on measured segment lengths. Another method is to measure the muscle 
OHQJWK�DW�D�VHULHV�RI�MRLQW�DQJOHV�DQG�IRUP�VXEMHFW�VSHFL¿F�HTXDWLRQV�GLUHFWO\�ZLWK�DQ�LPDJLQJ�WHFKQLTXH�
such as MRI. This method has the advantage of directly accounting for variability in individual subject 
anatomy rather than assuming similar muscle length-joint angle relations for all subjects.

The prediction equation approach for representing muscle lengths has a number of distinct advantages. 
,W�LV�D�FRPSDFW�DQG�FRPSXWDWLRQDOO\�HI¿FLHQW�ZD\�WR�UHSUHVHQW�PXVFOH�OHQJWKV�LQ�D�PXVFXORVNHOHWDO�PRGHO��
In addition, the predicted muscle lengths can easily be scaled to individuals based on relative segment 
OHQJWKV�RU�E\�FKDQJLQJ�WKH�FRHI¿FLHQWV�LQ�WKH�HTXDWLRQV��7KH�SULPDU\�OLPLWDWLRQ�RI�WKLV�DSSURDFK�LV�WKDW�
the lines of action of the muscles are not directly represented. So, even if muscle forces are known, it 
is not possible to use them to solve for joint contact forces.

Muscle Attachment Points
$�GLIIHUHQW�DSSURDFK�WR�GH¿QH�PXVFOH�OHQJWKV�GXULQJ�PRYHPHQW�LV�WR�XVH�WKH�LQVWDQWDQHRXV�SRVLWLRQV�
RI� WKH�PXVFOH�RULJLQ�DQG� LQVHUWLRQ�SRLQWV�RQ� WKH�PRGHOHG�VNHOHWDO�VHJPHQWV�� ,GHQWL¿FDWLRQ�RI� WKHVH�
points can be based on markings on the bones, reference to published muscle maps, or digitization of 
PXVFOH�DWWDFKPHQW�VLWHV�GXULQJ�D�GLVVHFWLRQ��2QFH�WKH�RULJLQ�DQG�LQVHUWLRQ�SRLQWV�DUH�GH¿QHG��ZH�FDQ�
compute the positions of these points during a movement sequence by mathematically embedding the 
PRGHOHG�ERQHV�LQWR�WKH�UHIHUHQFH�IUDPHV�WKDW�GH¿QH�WKH�ERG\�VHJPHQWV�LQ�WKH�PXVFXORVNHOHWDO�PRGHO��
%HFDXVH�WKH�VHJPHQW�SRVLWLRQV�LQ�VSDFH�DUH�GH¿QHG�WKURXJKRXW�D�PRYHPHQW��ZH�FDQ�FDOFXODWH�WKH�ERQH�
and muscle attachment positions using the transformation techniques described in chapters 1 and 2. 
With this approach, major consideration has to be given to deciding how to handle muscles that have 
a broad area of attachment. Many investigators partition such muscles into two or more individual 
sections, such as an anterior, middle, and posterior portion for gluteus medius. However, the basis for 
GH¿QLQJ�WKHVH�LQGLYLGXDO�FRPSDUWPHQWV�LV�RIWHQ�DUELWUDU\��$Q�DGGLWLRQDO�OLPLWDWLRQ�ZKHQ�WKHUH�LV�D�
broad area of attachment is that the origin or insertion point is usually assigned to the centroid of the 
area of attachment, which is not necessarily the center of force application.

:LWK�PXVFOH�DWWDFKPHQW�SRLQWV�GH¿QHG�LQ�WKHLU�UHVSHFWLYH�VNHOHWDO�VHJPHQWV��WKH�VLPSOHVW�ZD\�WR�
model muscle kinematics is with a straight line from the origin to the insertion. This leads to a good 
UHSUHVHQWDWLRQ�RI�WKH�OHQJWK�RI�VHYHUDO�PXVFOHV�WKDW�IROORZ�D�VLPSOH�SDWK��VXFK�DV�VROHXV��¿JXUH�����a). 
This approach fails, however, when the path of a muscle overlies other muscles, wraps around a bony 
prominence, or is constrained by a retinaculum. Deviations from a straight line between origin and 
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insertion can be achieved by introducing intermediate via points (Delp et al. 1990) that constrain the 
path of the muscle in areas where anatomical structures cause them to change direction, such as where 
WKH�WLELDOLV�DQWHULRU�SDVVHV�XQGHU�WKH�H[WHQVRU�UHWLQDFXOXP��¿JXUH�����b). If a muscle is modeled with 
a single via point between origin and insertion, then the path will be represented as two straight line 
segments and the muscle length will be the sum of the lengths of the two line segments. The extension 
to more than one via point is straightforward. If a more sophisticated representation of musculoskel-
HWDO�JHRPHWU\�LV�UHTXLUHG��LW�LV�DOVR�SRVVLEOH�WR�GH¿QH�wrapping surfaces (van der Helm et al. 1992), 
ZKLFK�VPRRWKO\�GHÀHFW�WKH�SDWK�RI�WKH�PXVFOH�RQO\�ZKHUH�LW�FRPHV�LQ�FRQWDFW�ZLWK�WKH�VXUIDFH��H�J���
SUR[LPDO�HQG�RI�JDVWURFQHPLXV��VKRZQ�LQ�¿JXUH�����c). In some cases, the muscle path may interact 
with a particular wrapping surface for only a portion of the joint range of motion. In this case, total 
muscle length will be the sum of the straight line and curved portions of the muscle path. Compared 
with using the muscle length prediction equations described earlier, modeling the actual path of each 
muscle is more involved but allows the point of force application and line of action to be represented 
for each muscle. Therefore, it provides the basis for computing bone-on-bone joint contact forces, as 
the mechanical effects of muscle forces can be fully accounted for in free-body diagrams of the seg-
ments that form a joint.
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 ŸFigure 11.5 Muscle paths may be defined using points indicating the origin and insertion (a). 
Deflection of the muscle path can be modeled using via points (b) and wrapping surfaces (c). From 
the musculoskeletal model described by Arnold et al. 2010.

Muscle Moment Arms
Musculoskeletal geometry in the local vicinity of a joint will also determine the mechanical conse-
quence of muscular force production. If the joint structure permits some translation, the direction of the 
muscle force vector determines how the adjacent bones linearly accelerate with respect to each other. If 
the joint allows rotation, the location of the muscle force line of action dictates how much torque (") is 
produced about the joint axis of rotation. In the 3-D case, this relation is given by the vector expression

 
�� = �r �

�
F  (11.2)

where 
�r  is a position vector from the axis of rotation of the joint to the line of action of the muscle force, 

and 
�
F  is the muscle force vector. In the simpler 2-D case, the relation reduces to the scalar equation

 � = Fd  (11.3)
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where F is the magnitude of the muscle force, and d is the perpendicular distance between the joint 
center of rotation and the line of action of the muscle force. The quantity d in equation 11.3 is referred 
to as the muscle moment arm��0XVFOH�RULJLQ�DQG�LQVHUWLRQ�SRLQWV�DUH�¿[HG�RQ�WKH�DGMDFHQW�ERQHV�WKDW�
make up a joint; therefore, as the joint angle changes, the magnitude of the moment arm will usually 
also change. This partially accounts for the variation in joint moment potential as a function of joint 
angle that is commonly seen in human muscle strength studies (chapter 4).

7KHUH�DUH�YDULRXV�ZD\V� WR�GHWHUPLQH�PRPHQW�DUPV� IRU�XVH� LQ�PXVFXORVNHOHWDO�PRGHOV��3HUKDSV�
the simplest approach would be to take a single moment arm measurement on a cadaver specimen, or 
from an MRI image of a subject, and then assume that the moment arm of that muscle is constant at 
all joint angles. Although this may be reasonable when the joint range of motion is limited, in general 
WKH�PRPHQW�DUP�FKDQJHV�DV�MRLQW�DQJOH�LV�PRGL¿HG��$V�ZLWK�PXVFOH�OHQJWK��WKH�FKDQJHV�LQ�PRPHQW�
DUP�FRXOG�EH�TXDQWL¿HG�IURP�D�VHULHV�RI�PHDVXUHPHQWV�IURP�D�VXEMHFW�RU�FDGDYHU�ZKLOH�WKH�MRLQW�LV�
manipulated through a range of angles. There is, in fact, a unique relation between total muscle-tendon 
length (L

MT 
), muscle moment arm (d), and joint angle (!), which is the basis for so-called tendon excur-

sion experiments (An et al. 1984). This relation can be expressed as

 d = #L
MT

/#! (11.4)

which states that muscle moment arm is equal to the partial derivative of muscle length with respect 
to joint angle. The equation involves a partial derivative because muscle length may depend on more 
than one joint angle (e.g., gastrocnemius length depends on knee and ankle joint angles). This relation 
works quite well in conjunction with the muscle length equations described earlier. If muscle length 
is stored in a polynomial or other simple mathematical function, then this function need only be dif-
ferentiated with respect to joint angle to determine an expression for moment arm that is also a func-
tion of joint angle. Alternatively, if a moment arm function is known, say from experimental data, a 
muscle length expression can be obtained by integrating moment arm with respect to joint angle. The 
unknown constant of integration will be equal to the muscle length when the joint angle is at the posture 
corresponding to zero radians. The approach used to determine muscle moment arms is different if 
the muscle paths in the model are represented by their origins, insertions, and possibly via points and 
wrapping surfaces. The most direct way to determine moment arm magnitudes in this case is from 
the cross product of a vector from the joint center to the line of action of the muscle, with a unit vector 
directed along the muscle line of action.

Model-Environment Interactions
Often, the equations of motion for a musculoskeletal model will include, either directly or indirectly, 
forces exerted on the model by the environment. For example, a model used to simulate walking, running, 
or jumping must account for ground reaction forces. Likewise, to simulate pedaling, the forces at the 
pelvis-seat and foot-pedal interfaces must be included in the model. A simple and common approach to 
achieve this is to rigidly constrain the motion of one or more points on the body. Many 2-D models used 
WR�VLPXODWH�MXPSLQJ�KDYH�WKH�IRRW�VHJPHQW�¿[HG�WR�WKH�JURXQG�XVLQJ�D�RQH�'2)�SLQ�MRLQW��¿JXUH�����a). 
7KLV�SURYLGHV�IUHH�URWDWLRQ�DERXW�D�SRLQW�DSSUR[LPDWLQJ�WKH�PHWDWDUVRSKDODQJHDO�MRLQW��073-��EXW�OLPLWV�
translation of the foot in any direction and thus precludes using the model to simulate the airborne phase 
of jumping. This is not a major limitation, as the jump displacement can be determined from the model 
NLQHPDWLFV�DW�WKH�HQG�RI�WKH�SURSXOVLRQ�SKDVH��L�H���ZKHQ�WKH�JURXQG�UHDFWLRQ�IRUFH�DW�WKH�073-�GURSV�
to zero). The ground reaction forces generated during simulations of vertical jumping using this simple 
DSSURDFK�DUH�XVXDOO\�LQ�UHDVRQDEOH�DJUHHPHQW�ZLWK�H[SHULPHQWDO�GDWD��H�J���3DQG\�HW�DO���������7KLV�rigid 
constraint approach has also seen frequent use in models for simulating pedaling, with the hip joint free 
WR�URWDWH�EXW�¿[HG�WR�WKH�VHDW��QR�WUDQVODWLRQ���FRQVLVWHQW�ZLWK�WKH�PLQLPDO�WUDQVODWLRQ�RI�WKH�KLS�MRLQW�
FHQWHU�LQ�DFWXDO�SHGDOLQJ��7KH�IRRW�LV�PRGHOHG�DV�EHLQJ�ULJLGO\�¿[HG�WR�WKH�SHGDO��VR�WKDW�LW�URWDWHV�DERXW�
the pedal spindle and translates following a path prescribed by the bicycle crank arm and pedal kinemat-
ics. This reasonably assumes no slipping or twisting between the foot and pedal. Similar to the case in 
jumping, realistic pedal reaction forces can be generated using this approach (e.g., Neptune et al. 2000).

In contrast, the use of a rigid constraint approach to simulate the full stance phase in walking would 
be more complicated. Immediately following heel-strike, the foot segment could be pinned to the ground 
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to allow only for rotation about the heel. As the rest 
of the foot makes contact with the ground, the entire 
IRRW�ZRXOG�QHHG�WR�EH�ULJLGO\�¿[HG�WR�WKH�JURXQG��QR�
translation or rotation). Toward the end of the stance 
phase, when the heel rises, the foot could be pinned 
WR�WKH�JURXQG�DW�WKH�073-��ZKLFK�ZRXOG�DJDLQ�DOORZ�
only for rotation. Although this approach is relatively 
straightforward, the number of independent DOF in 
the model would change as the foot transitions from 
URWDWLQJ�DERXW�WKH�KHHO�WR�WKH�EHLQJ�ULJLGO\�¿[HG�WR�WKH�
ground and then again with the transition to rotating 
DERXW�WKH�073-��7KLV�ZRXOG�UHTXLUH�HLWKHU�VZLWFKLQJ�
to a different model for each of these three cases (i.e., 
the equations of motion would change) or introducing 
and removing additional constraint equations across 
the stance phase. Double limb support would be even 
more complicated, because both feet would need to 
be constrained to the ground. Some logic would be 
required to determine when exactly to switch from one 
state to the next, such as when the foot changes from 
URWDWLQJ�DERXW�WKH�KHHO�WR�EHLQJ�¿[HG�WR�WKH�JURXQG��
So, although using rigid constraints can be simple 
and effective for representing model-environment  
interactions in some applications, they are not uni-
versally applicable.

Another relatively simple approach to account for 
model-environment interactions is to use measured 
forces as direct inputs to the model, assuming that 
such experimental data are available. Although this 
approach is straightforward, there are important limitations. Models never perfectly replicate the subjects 
they are meant to represent, and experimental data are never error-free. Thus, the experimental forces 
are likely to be dynamically inconsistent with the musculoskeletal model. Consider the simple case of 
having a model stand completely still, using ground reaction force data measured from a subject. If the 
mass of the subject was even slightly greater or less than the body mass in the model, then the model 
would not stand still but rather would experience a vertical acceleration. The same would be true if the 
masses of the subject and model were exactly the same but there were errors in the measured ground 
reaction forces. The nature and extent of these dynamic inconsistencies are hard to predict and will 
YDU\�IURP�RQH�FDVH�WR�WKH�QH[W��6WHSV�FDQ�EH�WDNHQ�WR�DGGUHVV�WKHVH�LVVXHV��7KHOHQ�DQG�$QGHUVRQ��������
but a detailed discussion is beyond the scope of this chapter.

Another popular approach for simulating ground reaction forces has been to model contact between 
WKH�IRRW�DQG�JURXQG�DV�D�YLVFRHODVWLF�LQWHUDFWLRQ��+HUH��RQH�RU�PRUH�FRQWDFW�SRLQWV�DUH�GH¿QHG�RQ�WKH�
plantar aspect of the foot segment in the model. Whenever any of these points attains a negative ver-
tical position (i.e., below the zero ground level), a force is applied to the foot segment at the contact 
SRLQW��¿JXUH�����b). The force at each contact point is proportional to the amount by which the contact 
point has penetrated the ground and to the velocity of penetration. Although allowing the foot to pen-
etrate the ground may seem inappropriate, this actually represents the deformation of the soft tissues 
and materials in the foot and shoe and typically is of a magnitude less than 1 cm. The viscoelastic 
approach to modeling ground contact represents a soft, or compliant constraint on the motion of the 
musculoskeletal system. An advantage of modeling ground contact using viscoelastic elements is that 
the foot is free to make and break contact with the ground during the course of a simulation such as 
in gait, thus elegantly solving the multiple rigid constraint problem described earlier. Although many 
different ground contact models exist in the literature, a representative example for computing the 
vertical force (F

v 
) is given by

 Fv = ap
3 1� b�p( )  (11.5)
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 ŸFigure 11.6 Models of the foot-ground interac-
tion in jumping. One approach is to constrain the 
foot to the ground using a pin joint (a). An alterna-
tive approach is to model the ground reaction force 
using a viscoelastic element (b).
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where p is the penetration distance into the ground of a contact point on the foot, �p  is the velocity 
of penetration, a is a stiffness parameter, and b is a damping parameter (Gerritsen et al. 1995). The 
forces computed in this manner can be summed over all of the contact points on the foot segment and 
compared with measured vertical ground reaction forces.

Horizontal forces (anterior-posterior, medial-lateral) can also be determined using a viscoelastic 
model. However, because horizontal forces represented frictional effects, they can just as effectively be 
determined using a model of Coulomb friction (i.e., dry friction). Because of the discontinuous nature 
of Coulomb’s law between the static and dynamic states, a numerical approximation is usually required 
for use in computer simulations. One such approach (Song et al. 2001) for simulating horizontal ground 
reaction forces (F

h
) is given by

 Fh = �cFv  htan
�h
�

 ������

where c�LV�WKH�FRHI¿FLHQW�RI�IULFWLRQ�� �h  is the horizontal sliding velocity of the ground contact point, 
and $ is a parameter that determines how closely the model approximates true Coulomb friction.

CONTROL MODELS
The human body is mechanically redundant in that the number of muscles at each joint exceeds the 
number of DOF. This raises questions: What rules concerning selection of muscle activations does the 
central nervous system (CNS) use? How should researchers formulate muscle model control signals 
LQ�WKHLU�PXVFXORVNHOHWDO�PRGHOV"�7KH�DQVZHU�WR�WKH�¿UVW�TXHVWLRQ�LV�D�PDWWHU�RI�JUHDW�LQWHUHVW�WR�PRWRU�
control scientists but is beyond the scope of this text. The answer to the second question is central to 
the use of musculoskeletal models, and in this section we discuss possible approaches.

The type of control invoked depends on the nature of the research question under investigation and 
WKH�VWUXFWXUH�RI�WKH�VSHFL¿F�PXVFXORVNHOHWDO�PRGHO�EHLQJ�XVHG��,Q�PDQ\�FDVHV��WKH�JRDO�LV�WR�VXSSO\�
the modeled muscles with patterns of stimulation that mirror the control signals that the CNS sends 
to individual muscles during an actual movement. Alternatively, the goal might be to supply the mod-
eled muscles with control signals that produce an optimal movement (e.g., jump as high as possible) or 
IXO¿OO�VRPH�K\SRWKHVL]HG�PRYHPHQW�JRDO��H�J���SHGDO�ZLWK�PLQLPXP�HQHUJ\���7KXV��control refers to 
the process by which the muscle forces that produce the desired movement are determined. Depending 
RQ�WKH�VSHFL¿F�DSSOLFDWLRQ�DQG�PRGHO�XVHG��WKLV�SURFHVV�FRXOG�LQYROYH�VROYLQJ�IRU�PXVFOH�VWLPXODWLRQ�RU�
activation patterns. In other cases, the muscle forces are solved for directly, such as when a musculo-
skeletal model is used to distribute net joint moments obtained from an inverse dynamics analysis into 
individual muscle forces. The development and evaluation of algorithms for generating control signals 
for musculoskeletal models constitute an active area of research; most approaches can be grouped into 
three general categories: (1) models that use measured EMG signals, (2) theoretical neural models, and 
(3) optimization models. Hybrid models, combining facets of techniques from these three categories, 
are also plentiful in the literature.

Electromyographic Models
The most straightforward approach, it would seem, is to measure the “real” CNS control signals with 
EMG during a movement performance and then use these EMG signals as the model control signals. 
This approach has a number of advantages, not the least of which is the possibility to automatically 
account for the actual control strategies (i.e., actual patterns of muscle excitations) used by individual 
VXEMHFWV��8VLQJ�DQ�(0*�EDVHG�FRQWURO�PRGHO�LV�DOVR�PRUH�FRPSXWDWLRQDOO\�HI¿FLHQW�WKDQ�VRPH�RWKHU�
techniques, such as dynamic optimization (described later). However, using measured EMG signals as 
WKH�EDVLV�IRU�FRQWUROOLQJ�D�PXVFXORVNHOHWDO�PRGHO�LV�QRW�ZLWKRXW�GLI¿FXOWLHV��2QH�OLPLWDWLRQ�LV�WKDW�PDQ\�
deep muscles are impossible to monitor with surface electrodes. Indwelling electrodes can be used, but 
they sample from a limited volume and may not provide an accurate assessment of the activity level 
of the muscle as a whole. Furthermore, indwelling electrodes are invasive and may interfere with a 
subject’s ability to perform the movement. Even with surface electrodes, technical considerations make 
it questionable whether the measured signal truly represents the CNS control signal (see chapter 8).

Another issue with the use of EMG as the basis for control signals is that musculoskeletal models 
often simplify reality and only explicitly represent some muscles. For example, 2-D models of human 
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FROM THE SCIENTIFIC LITERATURE
Bobbert, M.F., P.A. Huijing, and G.J. van Ingen Schenau. 1986a. A model of the human triceps 

surae muscle-tendon complex applied to jumping. Journal of Biomechanics 19:887-98.

Studies of vertical jumping have used muscle models to examine the roles played by individual muscles 
GXULQJ�WKH�MXPSLQJ�PRYHPHQW��%REEHUW�DQG�FROOHDJXHV������D��XVHG�+LOO�W\SH�PRGHOV� WR�UHSUHVHQW�
WKH�VROHXV��62��DQG�JDVWURFQHPLXV��*$��PXVFOHV�GXULQJ�YHUWLFDO�MXPSLQJ��¿JXUH��������7KHLU�VWXG\�
H[DPLQHG�WKH�UHDVRQV�ZK\�WKH�PD[LPDO�DQNOH�SODQWDU�ÀH[LRQ�YHORFLW\�IURP�LVRYHORFLW\�G\QDPRPHWHU�
studies is much lower than the velocities seen during natural movements such as jumping. The SO and 
GA muscle models included force-length, force-velocity, and series elastic characteristics. Kinematics 
from actual jumping performances were imposed on the SO and GA models, with muscle lengths and 
moment arms at the ankle calculated using equations based on cadaver studies. The SO and GA muscle 
IRUFH�SUHGLFWLRQV�ZHUH�WKHQ�XVHG�WR�HVWLPDWH�WKH�SODQWDU�ÀH[RU�PRPHQW�DW�WKH�DQNOH�MRLQW�WKURXJKRXW�
the push-off phase prior to takeoff. The model ankle moment demonstrated good agreement with the 
moment calculated using inverse dynamics from the actual jumping performances. Analysis of the 
SO and GA muscle forces and contractile kinematics uncovered two reasons the ankle muscles could 
SURGXFH�ODUJHU�SODQWDU�ÀH[RU�WRUTXHV�DW�YHORFLWLHV�PXFK�KLJKHU�WKDQ�LQ�G\QDPRPHWHU�VWXGLHV��7KH�¿UVW�
was that the series elasticity of the muscles kept the contractile component shortening velocities much 
lower than the measured ankle velocity. Second, the GA is a biarticular muscle that acts as both a knee 
ÀH[RU�DQG�DQ�DQNOH�SODQWDU�ÀH[RU��,Q�MXPSLQJ��VLPXOWDQHRXV�DQNOH�SODQWDU�ÀH[LRQ�DQG�NQHH�H[WHQVLRQ�
result in a much lower GA shortening velocity than had occurred in dynamometer studies of isolated 
SODQWDU�ÀH[LRQ��7KLV�VWXG\�GHPRQVWUDWHV�FOHDUO\�WKDW�PXVFXORVNHOHWDO�PRGHOLQJ�FDQ�OHDG�WR�D�JUHDWHU�
appreciation of muscle function than that provided by inverse dynamics analysis alone.
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 ŸFigure 11.7 Schematic of the model developed by Bobbert and colleagues (1986a) to study 
how the gastrocnemius (GA) and soleus (SO) muscles contribute to the plantar flexion moment 
in vertical jumping. Each muscle is represented by a two-component Hill model consisting of a 
contractile component (CC) and a series elastic component (SEC).



258 ` Research Methods in Biomechanics

MXPSLQJ�FRPPRQO\�XVH�IHZHU�WKDQ����LQGLYLGXDO�PXVFOH�PRGHOV��¿JXUH�������WR�UHSUHVHQW�WKH�PXVFXODU�
capabilities of the entire lower limb, when in fact there are more than 40 such muscles. Consequently, 
a single model control signal might need to represent the activity of several actual muscles, and it is 
unclear how measured EMG signals should be combined to form a control signal for one muscle model. 
For example, if all three heads of the vasti group are represented with a single Hill-type muscle model, 
should the EMG-based control signal be drawn from vastus lateralis, vastus medialis, vastus interme-
dius (which would require indwelling electrodes), or some weighted combination of all three? Finally, 
raw EMG signals have high-frequency content and must be preprocessed to form control signals for 
+LOO�W\SH�PXVFOH�PRGHOV��¿JXUH��������7KLV�SURFHVV�PXVW�WUDQVIRUP�WKH�(0*�VLJQDO²D�PDQLIHVWDWLRQ�
RI�&16�PRWRU�XQLW�UHFUXLWPHQW�DQG�UDWH�FRGLQJ²LQWR�D�VLPSOL¿HG��ORZ�IUHTXHQF\�FRQWURO�VLJQDO�WKDW�
varies from 0.0 (inactivity) to 1.0 (full activity). This transformation is relatively complex and has 
been the topic of much discussion in the literature (e.g., Buchanan et al. 2004). Even with appropriate 
processing, there is still the issue that a musculoskeletal model is not a perfect representation of reality; 
therefore, processed EMG signals may not represent ideal model control signals.

Despite these many issues, the potential advantages of the EMG-based approach have encouraged 
numerous researchers to tackle the challenges associated with using EMG as the basis for musculo-
skeletal model control signals. Hof and van den Berg (1981) pioneered the use of EMG signals as inputs 
to Hill-type muscle models for the prediction of muscle forces in a simple 2-D model of ankle plantar 
ÀH[LRQ��0RUH�UHFHQW�H[DPSOHV�RI�(0*�GULYHQ�PRGHOV�LQFRUSRUDWLQJ�JUHDWHU�QXPEHUV�RI�PXVFOHV�LQFOXGH�
D���'�PRGHO�RI�WKH�OXPEDU�VSLQH��&KROHZLFNL�DQG�0F*LOO�������IRU�SUHGLFWLQJ�ORZ�EDFN�VWDELOLW\�DQG�
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 ŸFigure 11.8 Vertical jumping model with eight musculoskeletal actuators. EMG can be recorded 
from each muscle as the basis for control signals to activate the eight muscle model actuators. 
The EMG signals are used to determine the onset time when each muscle actuator control signal 
changes from 0 (rest) to 1 (full excitation). In some cases, the cessation of EMG indicates when the 
control signal should be “turned off” and return to 0. In this example of maximal vertical jumping, 
the control signals can be only at rest or fully active, but in submaximal movements such as walking 
the EMG signals can be used to generate control signals that vary incrementally between 0 and 1.
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a 3-D model of the knee joint (Winby et al. 2009) for predicting joint contact loads. It is expected that 
this approach will continue to see common use.

Theoretical Control Models
$QRWKHU�DSSURDFK�WR�¿QGLQJ�DSSURSULDWH�FRQWURO�VLJQDOV�IRU�PXVFXORVNHOHWDO�PRGHOV�LV�WR�XVH�D�QHXUDO�
control model that is based on a theoretical understanding of how the CNS controls and coordinates 
PRYHPHQW��7KHVH�PRGHOV�PLJKW�EH�EDVHG�RQ�¿UVW�SULQFLSOHV��L�H���WKH\�PLJKW�DWWHPSW�WR�SUHGLFW�WKH�VLJ-
nals that the CNS would send to each muscle by modeling brain and spinal neuronal action) or on some 
motor control principle (e.g., a general principle of proximal-to-distal sequencing in lower-extremity 
extensions). Another possibility is to predict stimulation to muscle models based on some hypotheti-
FDO�FRQWURO�EDVLV��)RU�H[DPSOH��3LHUU\QRZVNL�DQG�0RUULVRQ��������JHQHUDWHG�ORZHU�H[WUHPLW\�PXVFOH�
stimulation patterns during walking by considering which muscles were in the best anatomical position 
to create the required joint torques in 3-D at each joint. Similarly, Caldwell and Chapman (1991) used 
a neural model with control “rules” based on EMG measurements to predict forces in the individual 
muscles controlling the elbow joint. This differed from the approaches described in the last section, in 
that EMG signals were not transformed directly into control signals for the muscle models but rather 
served as the basis for developing control rules. An alternative approach was taken by Taga (1995), who 
used a model of a spinal central pattern generator with proprioceptive feedback to control a bipedal 
walking model. Some distinct advantages to this more realistic representation of CNS control were 
that the simulated gaits were resistant to perturbations applied to the body, and locomotor speed could 
EH�YDULHG�E\�FKDQJLQJ�D�VLQJOH��QRQVSHFL¿F�LQSXW�WR�WKH�FHQWUDO�SDWWHUQ�JHQHUDWRU�

Although there are advantages to directly including aspects of the neural system in the control of 
musculoskeletal models, one challenge is that in general, the manner in which the brain formulates 
control signals is still unknown. How can we check that the output signals from a neural model are 
reasonable? One method is to compare the timing (onset and offset) and patterns of predicted control 
signals with measured EMG signals, but as we have mentioned, the use of EMG can be problematic and 
UHTXLUHV�FDXWLRQ�LQ�LQWHUSUHWLQJ�WKHVH�VLJQDOV��'HVSLWH�WKH�SUREOHP�RI�FRQ¿UPLQJ�ZKHWKHU�WKH�FRQWURO�
model predicts the “correct” signals, this theoretical approach is potentially powerful because it allows 
testing for the consequences of different putative control strategies. For example, a model of arm motion 
that is driven by an open-loop control mechanism could be built and compared with a model that relies 
on proprioceptive feedback to guide the muscle stimulation patterns. Comparisons between the two 
PRGHOV�PLJKW�SURYLGH�LQVLJKW�LQWR�WKH�UROH�RI�SHULSKHUDO�IHHGEDFN�LQ�D�VSHFL¿F�PRWRU�WDVN�

Optimization Models
A popular method for generating control signals in musculoskeletal models is to use some form of opti-
mization. In some cases, when the optimization criterion is derived from motor control principles, this 
is tantamount to developing a theoretical control model. In other cases, the optimization criterion may 
result in a coordinated movement pattern yet have little physiological basis. In general, the optimiza-
tion approach is used in an effort to determine which set of model control signals will produce a result 
that optimizes (minimizes or maximizes) a given criterion measure. The criterion measure is known 
as a cost function, objective function, or performance criterion. The cost function can be relatively 
VLPSOH��H�J���¿QG�WKH�VROXWLRQ�WKDW�\LHOGV�PLQLPDO�PXVFOH�IRUFH��RU�FRPSOH[��H�J���GHWHUPLQH�D�QRQOLQHDU�
combination of maximal muscle force at minimal metabolic cost). It can be directly related to muscle 
function (e.g., minimize muscular work) or to some aspect of the motion under study (e.g., maximize 
vertical jump height). Alternatively, the cost function may be formulated to minimize the differences 
between model outputs (e.g., joint angles, ground reaction forces) and corresponding experimental 
measures. This latter case is often referred to as a tracking problem�LQ�WKDW�WKH�JRDO�LV�WR�¿QG�D�VROXWLRQ�
that causes the model to follow, or track, the experimental data.

In all cases, the cost function serves as a guiding constraint that determines the selection of one 
particular set of optimal muscular controls from among many different possible solutions. Two major 
optimization approaches that have been used to control musculoskeletal models are referred to in the 
literature as static optimization and dynamic optimization. The meaning of static in this context is that 
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the cost function is evaluated at each time step during a movement, independent of any prior or subse-
quent time steps. In contrast, dynamic optimization is dynamic in the sense that the entire movement 
sequence must be simulated to determine the value of the cost function.

Static Optimization
Initial attempts to predict individual muscle forces used static optimization models in conjunction with 
inverse dynamics analysis of an actual motor performance. The inverse dynamics analysis permits 
the calculation of net joint moments at incremental times throughout the movement (see chapter 5). In 
PRVW�DSSOLFDWLRQV��QXPHULFDO�RSWLPL]DWLRQ�LV�XVHG�WR�¿QG�WKH�VHW�RI�PXVFOH�IRUFHV�WKDW�EDODQFHV�WKHVH�
MRLQW�PRPHQWV�ZKLOH�DOVR�VDWLVI\LQJ�D�VHOHFWHG�FRVW�IXQFWLRQ��¿JXUH��������7KXV��ZLWK�WKLV�DSSURDFK�WKH�
muscle forces themselves, rather than neural signals, are the controls. The time-independent nature of 
static optimization allows solutions to be obtained with relatively little computational cost, but there 
are some drawbacks. One issue in early applications was sudden, nonphysiological switching on and 
off of muscle forces caused by the independence of solutions for sequential time increments (i.e., the 
optimization model balanced the joint moments separately for each time interval using very different 
sets of muscles). This problem can be avoided by careful selection of the initial guess in the optimiza-
tion problem, such as by using the solution from one time step as the initial guess for the next time step. 
A stronger approach to address this issue is to use muscle models that invoke physiological realism 
through force-length and force-velocity relations and time-dependent stimulation-activation dynamics 
(chapter 9). When more detailed muscle models are included in a static optimization model, muscle 
activations become the control variables, rather than muscle forces.
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 ŸFigure 11.9 Overview of static and dynamic optimization approaches. Static optimization usually 
results in predictions of optimal muscle forces. Dynamic optimization usually results in predictions 
of optimal muscle control signals (STIM). Note that experimental data are the primary input with 
static optimization but are not required with dynamic optimization. However, experimental data 
are frequently used with dynamic optimization (dashed lines) to define initial conditions for forward 
dynamic simulations and in the case of a tracking problem are used to evaluate the cost function 
(see text for more detail).
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Early studies using static optimization were plagued also by two other kinds of nonphysiological 
UHVXOWV��7KH�¿UVW�ZDV�WKH�SUHGLFWLRQ�RI�PRGHO�IRUFHV�WKDW�ZHUH�WRR�KLJK�IRU�DFWXDO�PXVFOHV�WR�SURGXFH��
7KLV�GLI¿FXOW\�ZDV�HDVLO\�DGGUHVVHG�E\�GH¿QLQJ�SK\VLRORJLFDOO\�YDOLG�PD[LPDO�IRUFH�FRQVWUDLQWV�IRU�
each muscle in the musculoskeletal model. The second problem was that solutions would often select 
only one muscle to balance the net joint moment rather than choose a more realistic muscular synergy. 
Depending on the exact formulation, the muscle with the largest moment arm (if minimizing muscle 
force) or a favorable combination of moment arm and muscle strength (if minimizing muscle stress) 
would be selected to fully balance the joint moment, with zero force predicted in other synergist muscles. 
Mathematically, synergism can be produced by using nonlinear cost functions (e.g., minimizing the 
VXP�RI�VTXDUHG�RU�FXEHG�PXVFOH�IRUFHV���DOWKRXJK�WKH�SK\VLRORJLFDO�UDWLRQDOH�IRU�VSHFL¿F�QRQOLQHDU�FRVW�
functions is not always clear. A widely used nonlinear cost function proposed by Crowninshield and 
Brand (1981a) involves minimizing the sum of cubed muscle stresses. It was originally argued that this 
particular cost function would lead to solutions that maximize muscle endurance, making it appropriate 
for predicting muscle forces in submaximal tasks such as walking. However, the Crowninshield and 
Brand criterion has since been used to solve for muscle forces in a range of activities, some of which 
are unlikely candidates for maximizing muscle endurance (e.g., jumping, landing).

An additional issue with static optimization models is that they are essentially a decomposition of 
experimental joint moments into individual muscle forces. Therefore, the predicted muscle forces will 
be subject to any errors in the experimental joint moments in addition to any shortcomings associ-
ated with the approximation made in creating the musculoskeletal model. To complete this section, 
we present a static optimization example motivated by a classic review article by Crowninshield and 
Brand (1981b), which demonstrates the process of distributing an empirically determined elbow joint 
moment across a set of muscles spanning the elbow joint.

7KH�QHW�MRLQW�PRPHQW�WR�EH�EDODQFHG�LQ�H[DPSOH������ZDV�D�ÀH[RU�PRPHQW��DQG�RQO\�PXVFOHV�ZLWK�
ÀH[RU�PRPHQW�DUPV�ZHUH�LQFOXGHG�LQ�WKH�PRGHO��¿JXUH���������,I�DQ�HOERZ�H[WHQVRU�PXVFOH�KDG�EHHQ�
included, there is no cost function of the type presented here that would predict force in an antagonist 
muscle. Any force in an elbow extensor would itself contribute to a higher cost function value and would 
DOVR�UHTXLUH�JUHDWHU�HOERZ�ÀH[RU�IRUFHV�WR�EDODQFH�WKH�WDUJHW����1āP�MRLQW�PRPHQW��IXUWKHU�LQFUHDVLQJ�
the cost function value. The total lack of coactivation in this example is contrary to the common obser-
YDWLRQ�WKDW�GXULQJ�KHDY\�DFWLYDWLRQ�RI�WKH�HOERZ�ÀH[RUV��WKHUH�LV�VRPH�DFWLYLW\�LQ�WKH�WULFHSV�PXVFOH�

EXAMPLE 11.1
7KH�KXPDQ�XSSHU�OLPE�LV�GHSLFWHG�LQ�¿JXUH�
11.10, with the arm and forearm segments 
articulating at a one DOF elbow joint, 
which is crossed by three muscles rep-
resenting the brachialis, brachioradialis, 
and biceps brachii. Numerical values for 
individual muscle parameters used in this 
example are provided in table 11.1. We will 
assume that an inverse dynamics analy-
VLV� UHYHDOHG� D� QHW� HOERZ�ÀH[RU�PRPHQW� 
(
�
M j )�RI����1āP��6WDWLF�RSWLPL]DWLRQ�ZLOO�

be used to solve for the forces in the three 
muscles that gave rise to this measured 
joint moment. To solve this otherwise 
indeterminate problem, we will seek 
the combination of muscle forces that 
minimize the sum of the cubed muscle  
stresses.
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 ŸFigure 11.10 A simplified one DOF model of 
the human elbow joint with three flexor muscles. 
See text and table 11.1 for additional details. 
(Adapted from Crowninshield and Brand 1981b.)

(continued)
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EXAMPLE 11.1 (CONTINUED)

In this musculoskeletal system, the net joint (J) forces and moments determined using inverse 
dynamics are related to the internal muscle (m), ligament (l), and articular contact (c) forces (f) 
by the following equations:

 
�
FJ =

�
fi
m

i=1

m

� +
�
fi
l

i=1

l

� +
�
fi
c

i=1

c

�  (11.7)
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M J = �ri

m �
�
fi
m( )

i=1

m

� + �ri
l �
�
fi
l( )

i=1

l

� + �ri
c �
�
fi
c( )

i=1

c

�  (11.8)

which indicate that the net joint force (
�
FJ ) from inverse dynamics is equal to the vector sum of 

the muscle, ligament, and articular contact forces (equation 11.7), whereas the net joint moment 
(
�
M J) is equal to the vector sum of the moments generated by muscle, ligament, and articular 

contact forces (equation 11.8). If we make the common simplifying assumptions that (1) ligament 
forces are small enough to be ignored when the joint is in the middle of its range of motion and 
(2) the articular contact forces pass through the joint center of rotation, then equations 11.7 and 
11.8 reduce to

 
�
FJ =

�
fi
m

i=1

m

� +
�
fi
c

i=1

c

�  (11.9)

 
�
M J = �ri

m �
�
fi
m( )

i=1

m

�  (11.10)

Equation 11.9 provides a basis for determining joint contact loads, if they are of interest in a 
particular application, but we will not discuss this further here. In solving the static optimization 
problem, we will use equation 11.10 as a constraint to ensure that the muscle forces we determine 
via static optimization reproduce the measured joint moment. In this context, equation 11.10 
is known as an equality constraint�DQG�PXVW�EH�VDWLV¿HG�GXULQJ�WKH�VROXWLRQ�SURFHVV��,W�LV�DOVR�
common to place boundary constraints on the muscle forces, such that muscles only generate 
tensile forces and do not exceed a designated maximum value (f

i
0). The upper bound for each 

muscle is usually determined by multiplying muscle physiological cross-sectional area (Am) by 
DQ�DVVXPHG�YDOXH�IRU�PXVFOH�VSHFL¿F�WHQVLRQ��7KH�ERXQGDU\�FRQVWUDLQWV�FDQ�EH�H[SUHVVHG�DV

 0 � fi
m � fi

0  (11.11)

1RWH�WKDW�WKHUH�DUH�DQ�LQ¿QLWH�QXPEHU�RI�FRPELQDWLRQV�RI�PXVFOH�IRUFHV�
�
fi
m  that will satisfy 

equation 11.10 for a particular net joint moment. For example, given the moment arm (rm) values 
listed in table 11.1, the following three potential candidate solutions ( f1

m = 500 N, f2
m = 0 N, f3

m 
= 0 N), ( f1

m = 0 N, f2
m = 200 N, f3

m = 0 N), and ( f1
m = 0 N, f2

m = 0 N, f3
m = 250 N) all balance the 

QHW�PRPHQW�RI����1āP��+RZHYHU��QRQH�RI�WKHVH�WKUHH�FDQGLGDWH�VROXWLRQV�ZRXOG�DSSHDU�WR�EH�
physiologically reasonable, as only one of three synergistic muscles is selected. To achieve a 
distribution of forces among the three muscles, we will seek the solution that reproduces the 

Table 11.1
Muscle 1
Brachialis

Muscle 2
Brachioradialis

Muscle 3
Biceps brachii

f 0 (N) 1000 250 700

Am (m2) 0.0033 0.0008 0.0023

rm (m) 0.02 0.05 0.04

f 0 = maximum muscle force; Am = physiological cross-sectional area; rm = muscle moment arm.
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group. The extensor coactivation likely helps stabilize the joint during heavy exertion but will not be 
predicted using traditional static optimization techniques in simple one DOF models. Although the 
example presented here focuses on obtaining numerical results for muscle forces, the interested reader 
is referred to the review by Crowninshield and Brand (1981b), which presents an interesting graphical 
interpretation of the solution to this static optimization problem.

Dynamic Optimization
Ongoing work with static optimization models has led to the development of dynamic optimization 
or optimal control models, which are applied in conjunction with forward dynamics models of human 

���1āP�MRLQW�PRPHQW�ZKLOH�VLPXOWDQHRXVO\�PLQLPL]LQJ�WKH�QRQOLQHDU�IXQFWLRQ�U, which can 
be expressed as

 Minimize U = fi
m

Ai
m

�
��

�
��i=1

3

�
3

 (11.12)

Equation 11.12 will serve as the cost function in the optimization problem. The quotient inside 
of the parentheses represents the individual muscle stresses, which are raised to the third power. 
If we assume that muscle forces are nonnegative, then the solution to equation 11.12 alone is ( f1

m 
= 0 N, f2

m = 0 N, f3
m = 0 N). However, if we require that the solution simultaneously satisfy equa-

tions 11.10, 11.11, and 11.12, then muscle forces greater than zero will be predicted in all muscles 
when the joint moment is non-zero.

Despite the relative simplicity of this example, obtaining an analytical solution by hand is quite 
challenging. Fortunately, any number of general purpose optimization algorithms can be used to 
obtain a numerical solution to equation 11.12, subject to the constraints expressed in equations 
11.10 and 11.11. For this example, a commonly used technique known as sequential quadratic 
programming was used. The solution that was obtained was

 f1
m = 160.38 N
f2
m = 30.27 N
f3
m = 131.97 N

7KH�UHDGHU�FDQ�HDVLO\�FRQ¿UP�WKDW�WKLV�VROXWLRQ�EDODQFHV�WKH�PHDVXUHG�MRLQW�PRPHQW�DQG�QRQH�
RI�WKH�LQGLYLGXDO�PXVFOH�IRUFHV�IDOO�RXWVLGH�RI�WKH�VSHFL¿HG�ERXQGV��7KH�UHDGHU�FDQ�DOVR�YHULI\��
if not exhaustively, that other solutions that satisfy the constraints, such as the three potential 
candidate solutions mentioned previously, result in greater values of the cost function U.

A common variant of the approach presented here has been to minimize the sum of squared, 
rather than cubed, muscle stresses. Solving this quadratic, rather than cubic, problem results in 
a qualitatively similar, but numerically different solution, which for the present example is ( f1

m 
= 151.04 N, f2

m = 22.19 N, f3
m� ��������1���,I��KRZHYHU��WKH�H[SRQHQW�LQ�HTXDWLRQ�������LV�VHW�WR���

(i.e., a linear cost function), then the solution is ( f1
m = 0 N, f2

m = 0 N, f3
m = 250 N), which is one 

of the unrealistic candidate solutions mentioned previously. In the quadratic case, the muscle 
forces are distributed across all three muscles but in a different manner than with the cubic cost 
function. In the linear case, the moment is borne entirely by the biceps brachii, which has the 
most favorable combination of moment arm and Am. Recall that the rationale for using a cubic 
cost function was that it was supposed to result in a distribution of muscle forces that maximize 
endurance (Crowninshield and Brand 1981a). Although the quadratic and cubic solutions may 
appear to be reasonable, it is important to recall that the opportunities to validate muscle forces 
predicted via static optimization, or any other technique, have thus far been quite limited (e.g., 
3ULOXWVN\�HW�DO��������
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motion. In contrast to the inverse dynamics approach, which uses experimental data from an actual 
performance to calculate net joint moments, forward dynamics analyses simulate the motion of the 
body from a given set of joint moments or muscle forces (see chapter 10). Dynamic optimization models 
DUH�WKHUHIRUH�RIWHQ�GHVLJQHG�WR�¿QG�WKH�PXVFOH�VWLPXODWLRQ�SDWWHUQV�WKDW�UHVXOW�LQ�DQ�RSWLPDO�PRWLRQ�
�¿JXUH��������$V�PHQWLRQHG�HDUOLHU��WKH�RSWLPDO�PRWLRQ�PD\�EH�RQH�WKDW�PD[LPL]HV��RU�PLQLPL]HV��D�
SHUIRUPDQFH�FULWHULRQ��VXFK�DV�PD[LPL]LQJ�MXPS�KHLJKW��RU��WKH�RSWLPDO�PRWLRQ�PD\�EH�GH¿QHG�DV�RQH�
that best reproduces a set of experimental data. Regardless, the variables that are optimized are usually 
the muscle stimulation patterns that control the motion of the musculoskeletal model. These stimula-
tion patterns are used as the inputs to muscle models that predict individual muscle forces, which are 
then multiplied by the appropriate moment arms to compute the active muscle moments. The active 
muscle moments are combined with passive moments to compute the net joint moments, which actuate 
the skeletal model and produce movement. Thus, dynamic optimization leads to the synthesis of body 
segment kinematics associated with optimal performance, which is fundamentally different from the 
static optimization approach.

The optimal kinematics predicted from a dynamic optimization can be compared with experimental 
motion data; however, the experimental data are not required to obtain the solution, as they are with 
static optimization. This feature of dynamic optimization permits one to address questions for which no 
experimental data exist, such as testing the feasibility of possible forms of locomotion in extinct species 
(e.g., Nagano et al. 2005). Moreover, because dynamic optimization uses forward dynamics models that 
simulate the whole movement performance and provide complete muscle force time histories (rather 
than solutions at independent time increments), many of the problems associated with static optimiza-
tion models are overcome. However, these advantages come at a computational cost, because dynamic 
optimization often requires a more detailed musculoskeletal model and the entire movement must be 
simulated for each possible solution. Thus, solving a dynamic optimization problem can easily require 
an order of magnitude more time than is required to solve a comparable static optimization problem. 
$OWKRXJK�FRPSXWDWLRQDO�FRVWV�DUH�GLI¿FXOW�WR�FRPSDUH�LQ�DQ�REMHFWLYH�PDQQHU��LW� LV�QRW�XQFRPPRQ�
for static optimization solutions to take seconds or minutes to obtain, whereas dynamic optimization 
solutions can take hours, days, or even weeks, when run on standard computer workstations.

,Q�PDQ\�FDVHV��XVHUV�RI�G\QDPLF�RSWLPL]DWLRQ�PXVW�GH¿QH�WKH�JRDO�RI�WKH�PRYHPHQW�PDWKHPDWLFDOO\��
7KLV�GH¿QLWLRQ�LV�HDVLHVW�IRU�PRYHPHQWV�LQ�ZKLFK�WKH�SHUIRUPDQFH�FULWHULRQ�WR�EH�RSWLPL]HG�LV�FOHDU�
in a mechanical sense. In vertical jumping, for example, the cost function can be stated as maximiza-
WLRQ�RI�WKH�YHUWLFDO�GLVSODFHPHQW�RI�WKH�ERG\�FHQWHU�RI�PDVV�GXULQJ�WKH�ÀLJKW�SKDVH��,I�WKH�PRGHO�LV�
constructed with appropriate constraints (realistic muscle properties and joint range of motion), jump 
KHLJKWV�DQG�ERG\�VHJPHQW�PRWLRQV�DSSUR[LPDWLQJ�WKRVH�RI�KXPDQ�MXPSHUV�FDQ�EH�DWWDLQHG��3DQG\�DQG�
Zajac 1991; van Soest et al. 1993). However, for many human movements the performance criterion 
is not as clear. In walking, for instance, the goal may seem to be getting from point A to point B in 
a certain amount of time. Unfortunately, this does not provide enough information to solve for a set 
of muscle stimulation patterns that will result in realistic walking. Successful simulations of walking 
have been generated using a cost function that minimizes the metabolic cost of transport (Anderson 
DQG�3DQG\�������8PEHUJHU��������KRZHYHU��WKH�FRVW�IXQFWLRQ�IRUPXODWLRQ�LV�FRQVLGHUDEO\�PRUH�FRPSOL-
cated than for vertical jumping. Minimum-energy solutions also require the inclusion of an additional 
model for predicting the metabolic cost of muscle actions (e.g., Umberger et al. 2003). In cases where 
the performance criterion is not clear, dynamic optimization can serve as an effective approach for 
testing various theoretical criteria to see how well each can produce the desired movement patterns.

0RYHPHQWV�IRU�ZKLFK�WKH�XQGHUO\LQJ�FULWHULRQ�LV�GLI¿FXOW�WR�GH¿QH��VXFK�DV�ZDONLQJ�RU�SHGDOLQJ��
have often been simulated by formulating and solving a tracking problem. This approach has a similar 
appeal to the EMG-based techniques described earlier, in that the resulting motion should closely 
approximate the way in which humans actually move. However, it is unclear which of several possible 
experimental measures (kinematics, kinetics, EMG) are the most important for the model to track. Also, 
because of errors in the experimental data and differences between the musculoskeletal model and the 
experimental subjects, it may be impossible for the model to track the data perfectly. This approach 
also limits much of the predictive ability of the dynamic optimization approach, as it is only possible 
to consider conditions for which experimental data are available.

The tracking approach has seen frequent use in hybrid solution algorithms, which seek to retain 
the advantages of forward dynamics and dynamic optimization while achieving the computational 
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HI¿FLHQF\�RI�VWDWLF�RSWLPL]DWLRQ��7ZR�H[DPSOHV�DUH�FRPSXWHG�PXVFOH�FRQWURO��7KHOHQ�HW�DO��������DQG�
direct collocation (Kaplan and Heegaard 2001). Computed muscle control works by solving a static 
optimization problem at each time step within a single forward dynamics movement simulation. By 
using feedback on the kinematics and muscle activations at each time step of the numerical integra-
tion, computed muscle control can generate a forward dynamics simulation that optimally tracks a set 
of experimental data without solving a dynamic optimization problem that would require thousands 
of forward dynamics simulations. In contrast, direct collocation works by converting the differential 
equations of motion into a set of algebraic constraint equations and treating both the control variables 
(muscle stimulations) and state variables (positions and velocities) as unknowns in the optimization 
problem. Although they differ considerably in implementation, both techniques appear to be able to 
produce results that are similar to dynamic optimization tracking solutions, with a computational cost 
closer to that of static optimization.

E5144/Robertson/fig 11.11a/415244_1/TB/R3-alw
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 ŸFigure 11.11 Vertical jumping models of Pandy and Zajac (1991) (a) and van Soest and col-
leagues (1993) (b). The Pandy and Zajac model included eight muscle models, whereas the model 
by van Soest and colleagues included only six muscle models, with the tibialis anterior and the 
“other plantar flexor” muscles excluded.
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van Soest, A.J., A.L. Schwab, M.F. Bobbert, and G.J. van Ingen Schenau. 1993. The influ-

ence of the biarticularity of the gastrocnemius muscle on vertical-jumping achievement. 
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(DUOLHU��ZH�GHVFULEHG�WKH�XVH�RI�PXVFOH�PRGHOV�WR�XQGHUVWDQG�WKH�LVRODWHG�IXQFWLRQ�RI�WKH�SODQWDU�ÀH[RU�
PXVFOHV�LQ�YHUWLFDO�MXPSLQJ��%REEHUW�HW�DO������D���6XEVHTXHQW�PRGHOLQJ�VWXGLHV�RI�YHUWLFDO�MXPSLQJ�
investigated the overall segmental motion and coordination of muscles, which required a more complete 
UHSUHVHQWDWLRQ�RI�WKH�MXPSHU��%RWK�3DQG\�DQG�=DMDF��������DQG�YDQ�6RHVW�DQG�FROOHDJXHV��������SUH-
sented dynamic optimization studies of simulated jumping in which the segmental motion was driven 
E\�+LOO�W\SH�PRGHOV�UHSUHVHQWLQJ�VSHFL¿F�LQGLYLGXDO�PXVFOHV��¿JXUH���������,Q�FRQWUDVW�WR�PRGHOV�WKDW�
use independent joint moment actuators, individual muscle models can be used to uncover the effects 
of biarticular muscles that contribute to moments at adjacent joints. The optimization problem in both 
VWXGLHV�ZDV�WR�¿QG�WKH�PXVFOH�VWLPXODWLRQ�SDWWHUQV�WKDW�SURGXFHG�WKH�PD[LPDO�MXPS�KHLJKW�

(continued)

a b
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(continued)

Although both models produced realistic jump heights and segmental kinematics, their interpretations 
of results were quite different. Van Soest and colleagues (1993) used six muscle models to provide motion, 
representing both mono- and biarticular muscles of the lower extremities. They emphasized the contri-
butions to jumping performance made by individual muscles, giving particular emphasis to the ability 
of biarticular muscles to transport energy between the adjacent joints that they span. The investigators 
considered the energy transport mechanism to be an important feature that helps determine the overall 
PXVFXODU�FRRUGLQDWLRQ�GXULQJ�WKH�MXPS�DQG�FRQWULEXWHV�VXEVWDQWLDOO\�WR�D�SUR[LPDO�WR�GLVWDO�HQHUJ\�ÀRZ�

,Q�FRQWUDVW��3DQG\�DQG�=DMDF��������FKDUDFWHUL]HG�WKH�HQHUJ\�ÀRZ�DV�GLVWDO�WR�SUR[LPDO�DQG�LGHQWL-
¿HG�WKH�FRQWULEXWLRQV�RI�HLJKW�LQGLYLGXDO�PXVFOH�PRGHOV�WR�WKH�LQFUHDVHG�HQHUJ\�RI�WKH�ERG\¶V�FHQWHU�RI�
mass. These investigators discounted the importance of biarticular energy transport, and to emphasize 
this point they performed “virtual surgery” by moving the origin of the normally biarticular GA from 
WKH�GLVWDO�IHPXU�WR�WKH�SUR[LPDO�WLELD��OLPLWLQJ�WKH�*$�PRGHO�DFWLRQ�WR�DQNOH�SODQWDU�ÀH[LRQ�DORQH��
Simulations with the now monoarticular GA demonstrated only slight reductions in the model’s jump-
height ability, casting doubt on the importance of its biarticular nature. It was subsequently suggested 
WKDW�WKH�GLVFUHSDQFLHV�EHWZHHQ�WKH�YDQ�6RHVW�DQG�3DQG\�PRGHOV�PLJKW�EH�WKH�UHVXOW�RI�GLIIHUHQFHV�LQ�
WKH�*$�NQHH�ÀH[LRQ�PRPHQW�DUP�UHODWLRQV�XVHG�E\�HDFK�JURXS��ZLWK�WKH�3DQG\�PRGHO�XQGHUHVWLPDWLQJ�
the moment arm, particularly at highly extended knee angles. This underestimation would limit the 
ability of their GA model to participate in the energy transport mechanism, and therefore the switch 
to a monoarticular GA would have relatively little effect.

Examination of the similarities and differences in results obtained using these two jumping models 
illustrates several important modeling issues. First, both models demonstrated results for individual 
PXVFOH�XVH�GXULQJ�MXPSLQJ�WKDW�FRXOG�QRW�EH�REWDLQHG�ZLWK�H[SHULPHQWDO�WHFKQLTXHV²RQH�RI�WKH�PDLQ�
strengths of this musculoskeletal modeling approach. Second, both groups used their models to inves-
WLJDWH�TXHVWLRQV�DERXW�PRYHPHQW�FRRUGLQDWLRQ�UDWKHU�WKDQ�WR�PHUHO\�GHVFULEH�PXVFOH�VSHFL¿F�UHVXOWV��
Therefore, they both increased our understanding of the biomechanics of human jumping. However, the 
discrepancies between the two models highlight the importance of musculoskeletal model development. 
Should the lower extremity be represented with six muscles or eight? What are the consequences of the 
PRGHO�SDUDPHWHUV�FKRVHQ��VXFK�DV�PXVFOH�PRPHQW�DUP�UHODWLRQV�DW�D�VSHFL¿F�MRLQW"�7KHUH�LV�D�GHJUHH�
of uncertainty in model parameters used to represent any given subject, and it behooves researchers to 
investigate the sensitivity of their model results to errors in these parameters.

Although static and dynamic optimization have both become popular means for controlling muscu-
loskeletal models, several issues concerning their use must be addressed. Do humans actually produce 
movements based on one given performance criterion, or does the performance objective change during 
the movement? If the optimized model results differ from those of a human performer, is it because 
the model is too simple or not constrained properly, or is the human not performing optimally? Finally, 
EMG data have illustrated various degrees of simultaneous antagonistic cocontraction during some 
movement sequences. Optimization models tend not to yield solutions predicting muscle antagonism 
around a joint, although some antagonism is predicted when models contain muscles that contribute to 
PRUH�WKDQ�RQH�MRLQW�PRPHQW��+RZHYHU��RSWLPL]DWLRQ�PRGHOV�WKDW�VHHN�WR�PLQLPL]H�RU�PD[LPL]H�VSHFL¿F�
cost functions will not predict antagonistic cocontraction associated with joint stability or stiffness. In 
the case of walking, for example, there is no single cost function that could simultaneously predict the 
relatively minimal muscle coactivation in healthy subjects and the substantial antagonism exhibited 
by patients with cerebral palsy. Despite these drawbacks, optimization models have increased the 
understanding of human biomechanics and will continue to do so in the future.

ANALYSIS TECHNIQUES
After creating a musculoskeletal model and simulating a movement of interest, we can use the model 
to investigate many interesting biomechanical questions beyond what can be inferred using traditional 
experimental procedures alone. Sometimes, the process of generating the simulated movement may 
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directly yield the desired insight by providing estimates of muscle or joint contact forces. In other 
cases, it may be necessary to vary some aspect of the model or perform additional analysis in order to 
answer the research question under consideration. The literature contains many examples of analysis 
techniques that can be performed using musculoskeletal models; here we provide three examples: 
induced acceleration, segmental power, and sensitivity analyses. We then conclude this section with a 
discussion of model validation.

Induced Acceleration
Induced acceleration techniques, which were introduced in chapter 7, have seen frequent use with 
musculoskeletal models. This is a potentially powerful approach, as it provides insight into how each 
VSHFL¿F�PXVFOH�IRUFH��RU�DQ\�RWKHU�IRUFH�LQ�WKH�PRGHO��FRQWULEXWHV�WR�WKH�DFFHOHUDWLRQ�RI�DQ\�MRLQW�RU�
segment. Such techniques have helped illuminate some fundamental aspects of movement, such as the 
concept that muscles may generate accelerations at joints they do not cross. For example, in a standing 
posture, force generated by the soleus muscle will accelerate not only the ankle joint that it crosses but 
also the knee and hip joints, which it does not cross. The accelerations produced in distant joints can 
potentially be greater than in the joint crossed by the muscle.

7KHUH�KDYH�EHHQ�RWKHU��FRXQWHULQWXLWLYH�¿QGLQJV�DV�ZHOO��VXFK�DV�WKH�SRWHQWLDO�IRU�WKH�ELDUWLFXODU�
JDVWURFQHPLXV�WR�DFFHOHUDWH�WKH�NQHH�LQWR�H[WHQVLRQ�RU�WKH�DQNOH�LQWR�GRUVLÀH[LRQ��HYHQ�WKRXJK�WKLV�
PXVFOH�JHQHUDWHV�NQHH�ÀH[RU�DQG�DQNOH�SODQWDU�ÀH[RU�PRPHQWV��=DMDF�DQG�*RUGRQ��������7KH�EDVLV�IRU�
these phenomena lies in the interactions or dynamic coupling of the segments that comprise the model 
of the body. For example, activating the soleus results in joint reaction forces at the ankle, knee, and 
hip, causing all three joints to experience angular accelerations. Investigating dynamic coupling does 
not necessarily require one to perform a forward simulation, but it does require the derivation of the 
equations of motion for the entire system under study, as discussed in chapter 10 (see also appendix G). 
Therefore, it is not possible to perform an induced acceleration analysis using the segment-by-segment 
inverse dynamics approach that was covered in chapter 5.

$OWKRXJK�¿UPO\�JURXQGHG�LQ�WKH�G\QDPLF�HTXDWLRQV�RI�PRWLRQ��LQGXFHG�DFFHOHUDWLRQ�DQDO\VHV�FDQ�
JHQHUDWH�UHVXOWV�WKDW�DUH�GLI¿FXOW�WR�YHULI\��,W�KDV�DOVR�EHHQ�VKRZQ�WKDW�WKH�UHVXOWV�RI�LQGXFHG�DFFHOHUDWLRQ�
DQDO\VHV�DUH�VHQVLWLYH�WR�PRGHO�FKDUDFWHULVWLFV�VXFK�DV�WKH�QXPEHU�RI�VHJPHQWV�DQG�'2)��&KHQ��������
However, there have been attempts to use functional electrical stimulation in able-bodied subjects as 
a way to empirically test the results of induced acceleration modeling studies. Although this line of 
validation is still in its infancy, the accelerations generated by isolated electrically stimulated muscles 
tend to support the muscle function predictions made with the induced acceleration approach (e.g., 
Stewart et al. 2007).

The basic components of induced acceleration analysis are best illustrated by an example; here we 
demonstrate how muscle-induced accelerations are computed and interpreted in a simple model of leg 
swing in walking.

EXAMPLE 11.2
The human lower limb has frequently been modeled as a double pendulum. Figure 11.12 depicts 
the lower limb with thigh and shank segments, free to rotate about one DOF joints at the hip 
DQG�NQHH��UHVSHFWLYHO\��7KH�SHOYLV�LV�¿[HG�LQ�VSDFH��DQG�WKH�PDVV�RI�WKH�IRRW�LV�LQFOXGHG�LQ�WKH�
shank segment. This is very similar to the double pendulum model derived in appendix G but 
GLIIHUV�LQ�WKDW�WKH�KLS�SRVLWLRQ�LV�¿[HG�DQG�WKH�JHQHUDOL]HG�FRRUGLQDWHV�DUH�WKH�MRLQW�DQJOHV��7KH�
PRGHO�LV�DFWXDWHG�E\�D�XQLDUWLFXODU�KLS�ÀH[RU�PXVFOH�UHSUHVHQWLQJ�LOLRSVRDV��DQG�D�ELDUWLFXODU�
KLS�ÀH[RU±NQHH� H[WHQVRU�PXVFOH� UHSUHVHQWLQJ� UHFWXV� IHPRULV��7KH� QRWDWLRQ� DQG�QXPHULFDO�
values used for this example are provided in table 11.2. The subscripts T, S, H, and K stand for 
WKLJK��VKDQN��KLS��DQG�NQHH��UHVSHFWLYHO\��+LS�ÀH[LRQ�(!

H
)�LV�SRVLWLYH�DQG�NQHH�ÀH[LRQ�(!

K
) is  

negative.

(continued)
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EXAMPLE 11.2 (CONTINUED)

The equations of motion for this system can be written in matrix-vector form as

 M ��� =V +G +T  (11.13)

where M is the mass or inertia matrix, ���  is a vector of joint angular accelerations, V is a vector of 
velocity-dependent moments, G is a vector of gravitational moments, and T is a vector of muscle 
moments. The equations of motion in explicit form are
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  (11.14)

where g is the acceleration due to gravity, and the symbols with overdots represent joint angular 
velocities ( �� ) and accelerations ( ��� ). Note that the values of most of the elements of the mass 
matrix are not constant but rather depend on !

K
. The mass matrix is a function of !

K
 because the 

knee joint angle affects the mass distribution of the system relative to the suspension point at 
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 ŸFigure 11.12 Simple model of the human lower limb during the swing phase of gait.

Table 11.2
Thigh (T) or hip (H) Shank (S) or knee (K)

L (m) 0.41 0.44

% (m) 0.18 0.21

m (kg) 8.7 4.7

I (kg m2) 0.135 0.120

! (°) 20 í��

"��1āP� Varies, see text. Varies, see text.

L = segment length; % = distance from proximal joint to segment center of mass; m = segment mass; I = segment 
moment of inertia about center of mass; ! = joint angle; " = joint moment.
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the hip. The contributions to the joint angular accelerations of any of the terms in the vectors on 
the right-hand side of equation 11.13 can be determined by matrix multiplying the vector by the 
inverse of the mass matrix. For example, the hip and knee joint angular accelerations induced 
by the muscle moments can be computed as

 ���� = M
�1T  (11.15)

The inverse of the mass matrix is

 

M�1 =

IS +mS�s
2
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where D�LV�GH¿QHG�DV

D = IS +mS�S �S + LT cos�K( )( )2 � IS +mS�S
2( ) IS + IT +mT�T

2 +mS LT
2 + �S

2 + 2LT�S cos�K( )( )
If the matrix multiplication in equation 11.15 is carried out, then the exact expressions for the hip 
and knee joint angular accelerations induced by the muscle moments are

 

���H� = �M11
�1  � H �M12

�1  � K
���K� = �M 21

�1  � H �M 22
�1  � K  (11.17)

where Mij
�1  indicates the entry in the ith row and jth column of the inverse of the mass matrix 

�HTXDWLRQ���������1RQH�RI�WKH�HOHPHQWV�RI�M í� are zero, which will be true for most biomechanical 
systems; therefore, equation 11.17 indicates the important fact that the hip and knee joint angular 
accelerations are each determined by both the hip and knee joint muscle moments. The magnitudes 
of the elements of M í�, "

H
, and "

K
 can vary considerably over the course of a movement, which 

PHDQV�WKDW��IRU�LQVWDQFH��WKH�KLS�MRLQW�DQJXODU�DFFHOHUDWLRQ�FRXOG�SRWHQWLDOO\�EH�LQÀXHQFHG�PRUH�
by the knee joint moment than by the hip joint moment.

An example of a counterintuitive result can be provided by comparing the accelerations 
induced by the uniarticular and biarticular muscles acting on the lower limb model. Using the 
GDWD�IURP�WDEOH������DQG�WKH�FRQ¿JXUDWLRQ�VKRZQ�LQ�¿JXUH��������ZH�ZLOO�UHDVRQDEO\�DVVXPH�WKDW�
ERWK�WKH�LOLRSVRDV�DQG�UHFWXV�IHPRULV�KDYH�KLS�ÀH[RU�PRPHQW�DUPV�RI������P��DQG�WKH�UHFWXV�
femoris has a knee extensor moment arm of 0.04 m. For these numerical values, the elements of 
M í� are computed to be

 
M �1 = �0.999 1.794

1.794 �6.276
�

�
�

�

�
�

,I�LOLRSVRDV�JHQHUDWHV�����1�RI�IRUFH��WKLV�ZLOO�UHVXOW�LQ�PXVFOH�PRPHQWV�RI����1āP�DQG���1āP�
for "

H
 and "

K
, respectively. If we enter these values into equation 11.17, we get

 ���H� = 14.99° s
2 and ���K� = �26.92° s2

ZKLFK�PHDQV�WKDW�LOLRSVRDV�DFFHOHUDWHV�ERWK�WKH�KLS�MRLQW�DQG�NQHH�MRLQW�LQWR�ÀH[LRQ�IRU�WKLV�VHW�
RI�FRQGLWLRQV��QRWH�WKH�JUHDWHU�PDJQLWXGH�IRU�NQHH�ÀH[LRQ�WKDQ�IRU�KLS�ÀH[LRQ���7KH�¿QGLQJ�WKDW�
D�XQLDUWLFXODU�KLS�ÀH[RU�PXVFOH�JHQHUDWHV�D�KLS�ÀH[LRQ�DQJXODU�DFFHOHUDWLRQ�LV�WR�EH�H[SHFWHG��
+RZHYHU��ZK\�GRHV�LOLRSVRDV�JHQHUDWH�D�NQHH�ÀH[LRQ�DFFHOHUDWLRQ"�7KLV�UHVXOW�FDQ�EH�XQGHUVWRRG�
as follows: The force applied by iliopsoas to the thigh segment causes the thigh to apply an ante-
riorly directed force on the shank segment at the knee joint. This causes a clockwise angular 
DFFHOHUDWLRQ�RI�WKH�VKDQN�VHJPHQW��UHIHUULQJ�WR�¿JXUH��������RI�VXI¿FLHQW�PDJQLWXGH�WR�UHVXOW�LQ�
D�NQHH�ÀH[LRQ�DFFHOHUDWLRQ� (continued)
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EXAMPLE 11.2 (CONTINUED)

Now consider the case where rectus femoris generates 500 N of force. The hip muscle moment, 
"

H
,�LV�VWLOO����1āP��EXW�WKH�NQHH�PXVFOH�PRPHQW��"

K
,�LV�QRZ����1āP��6XEVWLWXWLRQ�LQWR�HTXDWLRQ�

11.17 yields

 ���H� = –20.89° s
2 and ���K� = 98.61° s

2

The result for the knee is perhaps not surprising, because the rectus femoris induces a large 
knee extension angular acceleration. However, the result for the hip is counterintuitive. Despite 
JHQHUDWLQJ�H[DFWO\�WKH�VDPH�KLS�ÀH[LRQ�PRPHQW�DV�LOLRSVRDV��WKH�UHFWXV�IHPRULV�LQGXFHV�D�KLS�
extension angular acceleration. Similar to the prior example, this occurs because contracting the 
rectus femoris muscle gives rise to reaction forces that act on the thigh segment. This is not as 
HDV\�WR�YLVXDOL]H�DV�LV�WKH�FDVH�LQ�ZKLFK�WKH�XQLDUWLFXODU�LOLRSVRDV�LQGXFHV�NQHH�ÀH[LRQ�DFFHOHUD-
tion, which underlines the need to derive the complete equations of motion for the entire system 
being studied. Zajac and Gordon (1989) noted that the effects of biarticular muscles are highly 
dependent on the moment arm ratio of the two joints that the muscle spans. As a case in point, 
if the rectus femoris moment arm at the knee joint was actually 0.01 m, rather than 0.04 m (i.e., 
much smaller than the hip moment arm, rather than slightly larger), then the induced accelera-
tions would be

 ���H� = 6.02° s
2 and ���K� = 4.46° s

2

1RZ�WKH�KLS�MRLQW�DQJXODU�DFFHOHUDWLRQ�LV�DJDLQ�LQ�WKH�GLUHFWLRQ�RI�ÀH[LRQ��DQG�WKH�NQHH�H[WHQVLRQ�
DQJXODU�DFFHOHUDWLRQ�LV�UHGXFHG�LQ�PDJQLWXGH��$OWKRXJK�WKHVH�QXPHULFDO�UHVXOWV�DUH�VSHFL¿F�WR�
D�FRQ¿QHG�VHW�RI�MRLQW�DQJOHV�DQG�PXVFOH�IRUFHV��WKH�JHQHUDO�DSSURDFK�FDQ�UHDGLO\�EH�H[WHQGHG�
to examine the contributions of individual muscles to the motion of the limb segments over the 
IXOO�VZLQJ�SKDVH�RI�ZDONLQJ��H�J���3LD]]D�DQG�'HOS�������RU�WR�DQ\�RWKHU�PRYHPHQW��JLYHQ�DQ�
appropriate model.

The preceding induced acceleration example focused exclusively on muscle-induced accelerations, 
but it is also possible to compute the accelerations induced by gravitational and velocity-dependent 
forces. The accelerations induced by gravitational forces for the preceding example would be given by

 

���Hg = M11
�1  g1 +M12

�1  g2

���Kg = M 21
�1  g1 +M 22

�1  g2  (11.18)

where g
i
 indicates the entry in the ith row of the G vector in equation 11.13 (which only has one column). 

Likewise, the accelerations induced by velocity-dependent forces would be computed as

 

���Hv = M11
�1  v1 +M12

�1  v2

���Kv = M 21
�1  v1 +M 22

�1  v2  (11.19)

where v
i
 indicates the entry in the ith row of the V vector in equation 11.13. This complete decomposi-

tion of the system accelerations can provide insight on whether a particular movement is dominated 
by muscular forces (T vector in equation 11.13) or nonmuscular forces (G and/or V vectors in equation  
11.13).

Power Analyses
Several types of power analyses can be conducted with musculoskeletal models. The process of 
generating a simulation of movement generally yields muscle forces and velocities over the full move-
ment, which allows muscle powers to be computed directly. This forms the basis for determining 
WKH�PHFKDQLFDO�ZRUN�RI�ORFRPRWLRQ�DW�D�¿QHU�OHYHO�RI�GHWDLO�WKDQ�LV�SRVVLEOH�XVLQJ�FHQWHU�RI�PDVV�RU�
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LQYHUVH�G\QDPLFV±EDVHG�PHWKRGV�GHVFULEHG�LQ�FKDSWHU����7KH�DELOLW\�WR�TXDQWLI\�LQGLYLGXDO�PXVFOH�
powers has also been used to better understand the dynamics of muscle function during complex 
PRYHPHQWV��)RU�H[DPSOH��%REEHUW�DQG�FROOHDJXHV������E��TXDQWL¿HG�WKH�H[WHQW�WR�ZKLFK�HODVWLF�UHFRLO�
of tendinous tissues and transfer of power (from the knee to ankle) by the biarticular gastrocnemius 
each contribute to augmentation of ankle joint power in vertical jumping. Note that the energy 
WUDQVIHU�PHFKDQLVP�ZDV�FRPSXWHG�LQ�WKH�FRQWH[W�RI�D�MRLQW�SRZHU�DQDO\VLV�DQG�UHÀHFWV�WKH�DELOLW\�RI�
biarticular muscles to transfer mechanical energy between adjacent joints. However, a different power 
DQDO\VLV�EDVHG�RQ�LQGXFHG�DFFHOHUDWLRQV�FDQ�SURYLGH�LQIRUPDWLRQ�RQ�WKH�ÀRZ�RI�PHFKDQLFDO�HQHUJ\�
between body segments rather than between joints. The induced acceleration techniques described 
earlier can be extended to quantify how each muscle contributes to the instantaneous power of every 
ERG\�VHJPHQW��)UHJO\�DQG�=DMDF��������7KLV�W\SH�RI�DQDO\VLV�KDV�EHHQ�UHIHUUHG�WR�E\�VHYHUDO�QDPHV��
state-space energy analysis, induced power analysis, and segmental power analysis. This latter term 
VKRXOG�QRW�EH�FRQIXVHG�ZLWK�WKH�VHJPHQW�EDVHG�HQHUJ\�DQG�SRZHU�WHFKQLTXHV�GLVFXVVHG�LQ�FKDSWHU���

Such induced power analyses have the potential to provide greater insight into muscle function than 
can be gained from induced accelerations alone. In a study of seated pedaling, Neptune and colleagues 
(2000) showed that much of the positive work done by the gluteus maximus during the downstroke 
generates energy to the leg segments rather than contributing directly to rotation of the crank. This can 
EH�VHHQ�LQ�¿JXUH������a, in which the net power has a large positive magnitude during the downstroke 
(0°-180°), simultaneous with a large positive magnitude for the limb segments and a low magnitude for 
the crank segment. This result occurs because the gluteus maximus does not generate a large tangen-
tial crank force to contribute to crank rotation during the downstroke. Thus, positive work by gluteus 
maximus serves primarily to increase the mechanical energy level of the limb segments. In contrast, 
the soleus generates a large tangential crank force but does relatively little positive work, as seen by the 
ORZ�QHW�SRZHU�LQ�¿JXUH������b. However, the soleus does transfer a substantial amount of energy from 
the leg segments to the crank, shown by the coincident negative limb power and positive crank power 
SUR¿OHV�WKDW�DUH�QHDUO\�PLUURU�LPDJHV�RI�HDFK�RWKHU��7KH�DPRXQW�RI�HQHUJ\�GHOLYHUHG�E\�WKH�VROHXV�WR�
the crank in this example exceeded what the muscle alone could generate, given its limited amount of 
shortening associated with the restricted ankle joint motion in pedaling. This form of power analysis 
was able to identify an important synergy, whereby the gluteus maximus generates mechanical energy 
and the soleus transfers that energy to the crank to produce a smooth and coordinated pedaling motion. 
This type of analysis represents the next level of detail beyond what can be inferred from joint powers 
GHULYHG�IURP�DQ�LQYHUVH�G\QDPLFV�DQDO\VLV��FKDSWHU����
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 ŸFigure 11.13 Graphs showing the net, limb, and crank powers generated by the (a) gluteus 
maximus and (b) soleus muscles across the crank cycle during seated pedaling. 
Adapted from Journal of Biomechanics��9RO������5�5��1HSWXQH��6�$��.DXW]��DQG�)�(��=DMDF��³0XVFOH�FRQWULEXWLRQV�WR�VSHFL¿F�
ELRPHFKDQLFDO�IXQFWLRQV�GR�QRW�FKDQJH�LQ�IRUZDUG�YHUVXV�EDFNZDUG�SHGDOLQJ�´�SJV����������FRS\ULJKW�������ZLWK�SHUPLVVLRQ�RI�
Elsevier.
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Sensitivity Analysis
A typical musculoskeletal model can have tens to hundreds of parameters, and their numerical values 
ZLOO�LQÀXHQFH�WKH�PRGHO�UHVXOWV�WR�YDU\LQJ�GHJUHHV��6HQVLWLYLW\�DQDO\VLV�LV�D�WHFKQLTXH�FRPPRQO\�XVHG�
WR�LQYHVWLJDWH�KRZ�WKH�RYHUDOO�PRGHO�UHVSRQVH�LV�LQÀXHQFHG�E\�WKH�YDOXHV�DVVLJQHG�WR�HDFK�RI�WKHVH�PDQ\�
parameters. Two main types of sensitivity analyses have been used with musculoskeletal models. In the 
¿UVW��WKH�JRDO�LV�WR�GHWHUPLQH�KRZ�D�VSHFL¿F�IDFWRU�LQÀXHQFHV�KXPDQ�PRYHPHQW�FDSDFLW\��)RU�H[DPSOH��
a sport scientist working with elite athletes might be interested to know which muscle characteristic 
�H�J���VWUHQJWK��¿EHU�W\SH��VKRUWHQLQJ�VSHHG��LV�WKH�SULPDU\�GHWHUPLQDQW�RI�VSULQWLQJ�VSHHG��*LYHQ�DQ�
DSSURSULDWH�PRGHO�FDSDEOH�RI�VLPXODWLQJ�PD[LPXP�VSHHG�VSULQWLQJ��VSHFL¿F�PXVFOH�PRGHO�SDUDPHWHUV�
could be varied to determine which one most strongly affects sprinting speed (e.g., Miller et al. 2012a, 
2012b). Note that this analysis would likely be done within a dynamic optimization framework, and the 
maximum-speed sprinting problem would need to be re-solved each time a muscle model parameter 
value was changed. The results of such a sensitivity analysis could provide useful fundamental and 
practical information on musculoskeletal function.

A second type of sensitivity analysis involves a systematic study of model responses to standard-
ized changes in values of the model parameters. The goal here is to gain insight about the model itself; 
thus, this process is often part of the model development and evaluation phase. This form of analysis 
FDQ�DOVR�EH�XVHIXO��IROORZLQJ�D�PRGHOLQJ�VWXG\��LQ�DVFHUWDLQLQJ�WKH�OHYHO�RI�FRQ¿GHQFH�WKDW�VKRXOG�EH�
placed in the results. In this type of sensitivity analysis, the model parameter values are systematically 
PRGL¿HG�WR�GHWHUPLQH�WKH�HIIHFWV�RQ�VSHFL¿F�PRGHO�RXWSXWV��)RU�H[DPSOH��RQH�PLJKW�ZLVK�WR�GHWHUPLQH�
the sensitivity of predicted joint moments to changes in the values of muscle and joint parameters. 
This type of analysis requires running an additional simulation for each parameter change but gener-
ally will not require re-solving the entire optimization problem. This type of analysis can also be used 
to evaluate the sensitivity of more global variables, such as how predicted ground reaction forces are 
altered by changes in foot and ground viscoelastic parameters in a walking model. Again, running 
a new simulation after each parameter change will be necessary. Depending on the exact nature of 
WKH�SHUWXUEDWLRQV�DQG�WKH�VSHFL¿F�IRFXV�RI�WKH�VHQVLWLYLW\�DQDO\VLV��UHRSWLPL]DWLRQ�RI�WKH�PRYHPHQW�
sequence may or may not be required.

Usually, the results obtained with a musculoskeletal model are more sensitive to some parameters 
than to others. For example, several studies have shown that musculoskeletal model performance 
is highly sensitive to the values used for the rest length of the series elastic component in Hill-type 
muscle models but is less sensitive to the values used for other parameters such as the Hill dynamic 
FRQVWDQWV��H�J���6FRYLO�DQG�5RQVN\��������+RZHYHU��JHQHUDOL]DWLRQV�VKRXOG�EH�PDGH�FDXWLRXVO\��EHFDXVH�
sensitivities could easily vary between different musculoskeletal models or for the same model used to 
simulate different movement tasks. For example, maximum vertical jump height should be quite sensi-
tive to the values assumed for peak isometric force in individual muscles, whereas the results obtained 
for submaximal pedaling should not depend as heavily on these values. Regardless, if a model output 
is shown to be highly sensitive to a particular model parameter, great care must be exercised both in 
determining model parameter values and in interpreting model results.

Model Validation
Model validation is an important but sometimes overlooked task. Surprisingly, the process of “validat-
LQJ´�D�PRGHO�LV�QRW�YHU\�ZHOO�GH¿QHG�DQG�FDQ�EH�FRQWH[W�VSHFL¿F��2QH�GH¿QLWLRQ�RI�PRGHO�YDOLGDWLRQ�
involves demonstrating that the model is strong and powerful for the task for which it was designed 
(Nigg 1999). Thus, validating a model would require demonstrating good agreement between model 
SUHGLFWLRQV�DQG�FRUUHVSRQGLQJ�HPSLULFDO�PHDVXUHPHQWV��7KH�GH¿QLWLRQ�RI�³JRRG�DJUHHPHQW´�PD\�YDU\�
but might reasonably be based on the variability in the measured data (e.g., good predictions should fall 
within one standard deviation of the experimental mean). Although this process sounds straightforward, 
LQ�SUDFWLFH�LW�SUHVHQWV�VRPH�GLI¿FXOWLHV��&RQVLGHU�D�IRUZDUG�G\QDPLFV�PXVFXORVNHOHWDO�PRGHO�XVHG�WR�
simulate walking. A valid model should predict gross kinematics and kinetics, as well as muscle and 
joint forces, that closely approximate measured values. Comparing empirical and model joint angles 
or ground reaction forces is readily accomplished, but opportunities to compare individual muscle or 



Musculoskeletal Modeling _�273

joint forces against measured values are far fewer. Even with easily measured variables, model pre-
dictions can only be compared with a limited set of experimental data. Thus, a model can only ever 
be validated for a restricted set of conditions, and extrapolations to nonobserved conditions involve a 
degree of uncertainty.

There have been some limited opportunities to compare model-predicted muscle or joint forces with 
directly measured values, but such primary forms of validation are relatively rare. Direct validation of 
predicted muscle forces is usually based on forces measured in nonhuman animals in a limited number 
RI�PXVFOHV��H�J���3ULOXWVN\�HW�DO���������0RUH�FRPPRQO\��SUHGLFWHG�PXVFOH�IRUFHV�IURP�PXVFXORVNHOHWDO�
models are compared with measured EMG data. Considering the relations between EMG and muscle 
force (chapter 8), one would expect reasonable temporal agreement between EMG and muscle force 
SUR¿OHV��8QGHU�FDUHIXOO\�FRQWUROOHG�FLUFXPVWDQFHV��WKHUH�PD\�HYHQ�EH�D�OLPLWHG�EDVLV�IRU�FRPSDULQJ�
relative EMG and muscle force amplitudes. However, in most movement scenarios, the phasing and 
DPSOLWXGH�RI�WKH�(0*�VLJQDOV�ZLOO�YDU\�IURP�FRUUHVSRQGLQJ�PXVFOH�IRUFH�SUR¿OHV��7KHUHIRUH��DW�EHVW�
such comparisons represent an indirect means of validating the predictions made with musculoskeletal 
models. Although surface EMG provides a noninvasive characterization of muscle actions, there is no 
analog for the noninvasive evaluation of predicted joint contact forces. Most opportunities to validate 
predicted joint forces have come from a limited set of instrumented joint replacements (e.g., Kim et al. 
2009). For a detailed listing of modeling studies and forms of validation, the reader is referred to the 
review by Erdemir and colleagues (2007).

Many factors discussed in this chapter contribute to the validity of a model. Nearly every decision 
associated with the development of a model (e.g., number of DOF, number of muscles) and the use of a 
model (e.g., inverse versus forward dynamics, optimization cost function used) will affect model valid-
ity. The effort spent developing or selecting a model that is properly aligned with the research goals of 
a project will contribute substantially to the validity of the model. This involves both the model itself 
and the way in which it is used. Even a perfectly sound model will be of little value if it is combined 
with an inappropriate optimization cost function. Likewise, a highly biorealistic control algorithm 
will yield limited insight if it is linked to a poorly designed musculoskeletal model. When considering 
PRGHO�YDOLGLW\��ZH�PXVW�DOVR�UHPHPEHU�WKDW�DOO�PXVFXORVNHOHWDO�PRGHOV�DUH�VLPSOL¿FDWLRQV�RI�UHDO-
ity and no single model will correctly predict all known phenomena in all conditions. Furthermore, 
good agreement between model outcomes and experimental data does not necessarily ensure that the 
PRGHO�LWVHOI�LV�YDOLG��3DUWLFXODUO\�LQ�FRPSOH[�PRGHOV��WKHUH�LV�WKH�ULVN�WKDW�³WZR�ZURQJV�PDNH�D�ULJKW�́ �
whereby offsetting errors yield what appears to be a correct result. For example, good agreement with 
experimental joint kinetics may be a necessary condition for model validity, but it does not, by itself, 
guarantee that predicted muscle forces are also correct. In a multimuscle model, offsetting errors in 
moment arms for two synergistic muscles could result in incorrect force predictions in both muscles 
yet still yield the correct joint moment. Such errors can only be eliminated through the availability of 
better moment arm data for the two muscles in question and in fact would only be detected if a set of 
measured muscle forces were available for comparison.

The impact of errors on any particular modeling study is hard to predict and will depend heavily 
on the nature of the research question. A sensitivity analysis focusing on the key outcome variables 
for a particular study is useful in this regard. Researchers can ultimately maximize model validity by 
matching their model to their research question and by investigating the importance of parameters 
during model development and evaluation. Even if model validation must be largely indirect, useful 
insight can be gained from carefully designed and implemented models. For instance, a model used to 
simulate human walking that moves like experimental subjects, has ground reaction forces and joint 
moments that match those of the subjects, and predicts muscle forces that are temporally consistent 
with experimental EMG is likely to have captured many of the fundamental aspects of the mechanics 
of locomotion.

SUMMARY
This chapter introduced the basic concepts of musculoskeletal modeling. The major components of a 
musculoskeletal model were described, as well as techniques used to control musculoskeletal models 
and a range of possible analysis techniques. However, many of the details, by necessity, were excluded. 
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FROM THE SCIENTIFIC LITERATURE
Anderson, F.C., and M.G. Pandy. 2003. Individual muscle contributions to support in normal 

walking. Gait and Posture 17:159-69.
Neptune R.R., F.E. Zajac, and S.A. Kautz. 2004. Muscle force redistributes segmental 

power for body progression during walking. Gait and Posture 19:194-205.

3UHYLRXVO\��ZH�GLVFXVVHG�G\QDPLF�RSWLPL]DWLRQ�VWXGLHV�RI�YHUWLFDO�MXPSLQJ��6LPLODU�WHFKQLTXHV�KDYH�
EHHQ�XVHG�WR�XQGHUVWDQG�KRZ�PXVFOHV�IXQFWLRQ�LQ�ZDONLQJ��$QGHUVRQ�DQG�3DQG\��������DQG�1HSWXQH�
and colleagues (2004) used forward dynamics simulations to identify how muscles and other forces 
(e.g., gravity) contribute to supporting the body during walking. The support offered by a particular 
force was based on its contribution to the vertical ground reaction force. Both groups reported that 
muscles in the ipsilateral limb were the primary contributors to the vertical ground reaction force and 
that gravity made the only other meaningful contribution. Other factors such as contralateral limb 
muscles and centrifugal forces made considerably smaller contributions. The contribution of gravity 
WR�WKH�JURXQG�UHDFWLRQ�IRUFH�LQ�WKLV�FRQWH[W�UHÀHFWV�WKH�SDVVLYH�EUDFLQJ�RI�WKH�VNHOHWDO�V\VWHP�

The conclusions drawn between the two studies had a number of similarities. Both groups indicated 
WKDW�WKH�YDVWL�DQG�JOXWHDOV�PDGH�WKH�ODUJHVW�FRQWULEXWLRQV�WR�WKH�¿UVW�SHDN�LQ�WKH�YHUWLFDO�JURXQG�UHDFWLRQ�
IRUFH��ZKHUHDV�WKH�SODQWDU�ÀH[RUV�PDGH�WKH�JUHDWHVW�FRQWULEXWLRQV�WR�WKH�VHFRQG�SHDN��%RWK�JURXSV�DOVR�
found that the hamstrings and rectus femoris made relatively small contributions to the vertical ground 
reaction force. However, the results from these two studies were not in full agreement. Even where there 
ZDV�JHQHUDO�FRQFXUUHQFH��WKH�UHODWLYH�FRQWULEXWLRQV�RI�VSHFL¿F�PXVFOHV�WR�WKH�JURXQG�UHDFWLRQ�IRUFH�ZHUH�
QRW�WKH�VDPH��)XUWKHUPRUH��$QGHUVRQ�DQG�3DQG\��������UHSRUWHG�WKDW�JOXWHXV�PHGLXV�PDGH�WKH�JUHDW-
est muscular contribution to the vertical ground reaction force around the middle of the stance phase, 
ZKHUHDV�1HSWXQH�DQG�FROOHDJXHV��������UHSRUWHG�WKDW�WKH�SULPDU\�FRQWULEXWRUV�ZHUH�WKH�SODQWDU�ÀH[RUV�

6RPH�GLIIHUHQFHV�LQ�¿QGLQJV�EHWZHHQ�WKH�WZR�VWXGLHV�DUH�QRW�VXUSULVLQJ��JLYHQ�WKH�PHWKRGRORJL-
FDO�GLIIHUHQFHV��$QGHUVRQ�DQG�3DQG\��������XVHG�D���'�PRGHO�ZLWK����VHJPHQWV�����'2)��DQG����
PXVFOHV��:DONLQJ�ZDV�JHQHUDWHG�XVLQJ�G\QDPLF�RSWLPL]DWLRQ�WR�¿QG�WKH�PXVFOH�VWLPXODWLRQ�SDWWHUQV�
that minimized the total metabolic energy consumed, divided by the distance traveled. Neptune and 
colleagues (2004) used a 2-D model with 7 segments, 9 DOF, and 30 muscles. Walking was generated 
XVLQJ�G\QDPLF�RSWLPL]DWLRQ� WR�¿QG�WKH�PXVFOH�VWLPXODWLRQ�SDWWHUQV� WKDW�RSWLPDOO\� WUDFNHG�D�VHW�RI�
experimental gait data. The two studies also differed in terms of how each contribution to the ground 
reaction force was determined, particularly in terms of how the foot-ground interface was handled. 
Given these methodological differences, the broad similarities between studies are perhaps striking and 
point to the generality of several of the main conclusions. However, the differences between the two 
models also underlie one of the primary discrepancies in the results. The 2-D model used by Neptune 
and colleagues (2004) did not include a DOF for hip abduction and thus did not explicitly include hip 
abductor muscles. Therefore, it was not possible to predict the contribution of gluteus medius to sup-
port of the body during the middle of the stance phase. This again points to the need for researchers 
WR�XQGHUVWDQG�KRZ�WKH�FKDUDFWHULVWLFV�RI�WKHLU�PRGHO�LQÀXHQFH�WKH�UHVXOWV�WKDW�DUH�REWDLQHG��7KHVH�WZR�
studies represent some of the earliest attempts to use advanced musculoskeletal modeling techniques 
WR�XQGHUVWDQG�WKH�PHFKDQLFV�RI�KXPDQ�ZDONLQJ��6HYHUDO�VXEVHTXHQW�VWXGLHV�KDYH�IXUWKHU�FODUL¿HG�WKH�
function of muscles in locomotion.

0XVFXORVNHOHWDO�PRGHOLQJ�LV�D�\RXQJ�DQG�UDSLGO\�H[SDQGLQJ�¿HOG�WKDW�KDV�ZLWQHVVHG�PDQ\�H[FLWLQJ�
advancements over the past few years.

In addition to the suggested readings listed at the end of the chapter, there are numerous other 
resources that interested readers may consult to build upon what they have learned in this chapter. At 
the time of this writing, there are currently two large, multiyear projects on biological modeling and 
simulation that include a major focus on musculoskeletal modeling:

Simbios (http://simbios.stanford.edu)
9LUWXDO�3K\VLRORJLFDO�+XPDQ��ZZZ�YSK�QRH�HX�
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These projects have national and international funding, suggesting strong support for the fur-
WKHU�DGYDQFHPHQW�RI�WKH�PXVFXORVNHOHWDO�PRGHOLQJ�¿HOG��$�PRUH�VSHFL¿F�WRSLF�WKDW�LV�LPSRUWDQW�LQ�
musculoskeletal modeling, but was only touched upon here, is the derivation of equations of motion 
�VHH�H[DPSOH��������)RU�HYHQ�WKH�VLPSOHVW�RI�PRGHOV��WKLV�SURFHVV�FDQ�EH�GLI¿FXOW�DQG�HUURU�SURQH�LI�
pursued entirely by hand. Fortunately, several software packages are available to aid the modeler in 
this process:

Simbody (https://simtk.org/home/simbody)
MotionGenesis (http://motiongenesis.com)
SD/FAST (www.sdfast.com)
MSC Adams (www.mscsoftware.com)
SimMechanics (www.mathworks.com/products/simmechanics)
Open Dynamics Engine (http://opende.sourceforge.net)

7KHVH�SDFNDJHV�UHÀHFW�D�PL[�RI�RSHQ�VRXUFH�DQG�FRPPHUFLDO�SURGXFWV��VRPH�DUH�VWDQG�DORQH�DSSOLFD-
tions (e.g., MotionGenesis) and others are integrated into other software packages (e.g., SimMechanics). 
)LQDOO\��WKH�¿HOG�RI�PXVFXORVNHOHWDO�PRGHOLQJ�KDV�DGYDQFHG�WR�WKH�VWDJH�ZKHUH�WKHUH�DUH�QRZ�VHYHUDO�
purpose-built software packages designed to aid in development and use of musculoskeletal models:

OpenSim (http://simtk.org/home/opensim)
SIMM (www.musculographics.com)
AnyBody (www.anybodytech.com)
LifeMOD (www.lifemodeler.com)
GaitSym (www.animalsimulation.org)
MSMS (http://mddf.usc.edu)

7KHVH�VRIWZDUH�SDFNDJHV�DOVR�UHÀHFW�ERWK�RSHQ�VRXUFH�DQG�FRPPHUFLDO�RSWLRQV�ZLWK�D� UDQJH�RI�
intended applications. Their mere presence and sheer numbers indicate the current value of musculo-
skeletal modeling as a research approach as well as the promise these techniques hold for the future.

SUGGESTED READINGS
Blemker, S.S., D.S. Asakawa, G.E. Gold, and S.L. 2007. Image-based musculoskeletal modeling: Applications, 

advances, and future opportunities. Journal of Magnetic Resonance Imaging 25:441-51.

Buchanan, T.S., D.G. Lloyd, K. Manal, and T.F. Besier. 2004. Neuromusculoskeletal modeling: Estimation 
of muscle forces and joint moments and movements from measurements of neural command. Journal of 
Applied Biomechanics�����������

Crowninshield, R.D., and R.A. Brand. 1981. The prediction of forces in joint structures: Distribution of inter-
segmental resultants. Exercise and Sport Sciences Reviews 9:159-81.

(UGHPLU��$���6��0F/HDQ��:��+HU]RJ��DQG�$�-��YDQ�GHQ�%RJHUW��������0RGHO�EDVHG�HVWLPDWLRQ�RI�PXVFOH�IRUFHV�
exerted during movements. Clinical Biomechanics 22:131-54.

3DQG\��0�*��������&RPSXWHU�PRGHOLQJ�DQG�VLPXODWLRQ�RI�KXPDQ�PRYHPHQW��Annual Review of Biomedical 
Engineering 3:245-73.

3LD]]D��6�-��������0XVFOH�GULYHQ�IRUZDUG�G\QDPLF�VLPXODWLRQV�IRU�WKH�VWXG\�RI�QRUPDO�DQG�SDWKRORJLFDO�JDLW��
Journal of Neuroengineering and Rehabilitation 3:5-11.

9LFHFRQWL��0���'��7HVWL��)��7DGGHL��6��0DUWHOOL��*�-��&ODSZRUWK\��DQG�6��9DQ�6LQW�-DQ��������%LRPHFKDQLFV�
modeling of the musculoskeletal apparatus: Status and key issues. Proceedings of the IEEE 94:725-39.

Yamaguchi, T.G. 2001. Dynamic Modeling of Musculoskeletal Motion: A Vectorized Approach for Biomechani-
cal Analysis in Three Dimensions. Boston: Kluwer.

Zajac, F.E., and M.E. Gordon. 1989. Determining muscle’s force and action in multi-articular movement. 
Exercise and Sport Sciences Reviews 17:187-230.



276 ` Research Methods in Biomechanics

Zajac, F.E., R.R. Neptune, and S.A. Kautz. 2002. Biomechanics and muscle coordination of human walking: 
3DUW�,��,QWURGXFWLRQ�WR�FRQFHSWV��SRZHU�WUDQVIHU��G\QDPLFV�DQG�VLPXODWLRQV��Gait and Posture�����������
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FURTHER ANALYTICAL 
PROCEDURES

Biomechanical analysis has some unique problems that other disciplines do not encounter. 
One of these problems concerns taking multiple derivatives of noisy data. Chapter 12 explains 
techniques for identifying and reducing the effects of noise in biomechanical signals, especially 
marker trajectories. It also outlines the frequency analysis of signals, which helps to characterize 
signals and determine how to evaluate the effectiveness of data smoothing techniques. Part IV 
also explores further analytical procedures that can be applied to biomechanical data. Chapter 13 
outlines the theories and analytic methods used to investigate movement in complex systems with 
many degrees of freedom by using dynamical systems methods. This chapter focuses on how we 
assess and measure coordination and stability in changing movement patterns, and it examines 
the role of movement variability in health and disease. Chapter 14 explains several statistical tools 
for identifying the essential characteristics of any human movement. Biomechanists are faced 
with the sometimes daunting task of determining which variables from thousands of possibilities 
(linear and angular kinematics, linear and angular kinetics) best characterize a particular motion. 
Techniques in chapter 14 provide a means for selecting the best combination of these factors.

PART IV
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Chapter 12

Signal Processing
Timothy R. Derrick

A  signal is a time- or space-varying quantity that  
 conveys information. A waveform is a time- or  
 space-varying quantity that contains either infor-

mation, unwanted data called noise, or both. A waveform 
may take the form of a sound wave, voltage, current, 
PDJQHWLF�¿HOG��GLVSODFHPHQW��RU�D�KRVW�RI�RWKHU�SK\VLFDO�
quantities. These are examples of continuous signals 
(meaning that the signal is present at all instances of time 
or space), also called analog signals. For convenience 
and to enable manipulation by computer software, we 
often convert continuous signals using analog-to-digital 
converters into a series of discrete values by sampling the 
SKHQRPHQD�DW�VSHFL¿F�WLPH�LQWHUYDOV�WR�FUHDWH�DQ�HTXLYD-
OHQW�GLJLWDO�VLJQDO��¿JXUH��������7KH�VLWXDWLRQ�FDQ�DOVR�EH�
reversed by digital-to-analog converters so that a digital 
signal can be viewed electronically. In this chapter, we

 Ź GH¿QH�KRZ�WR�FKDUDFWHUL]H�D�VLJQDO�RU�ZDYHIRUP�
 Ź examine the Fourier analysis of waveforms,

 Ź explain the sampling theorem and Nyquist frequency,

 Ź discuss how to ensure cyclic continuity, and

 Ź review various data-smoothing techniques for 
attenuating noise from waveforms.

CHARACTERISTICS  
OF A SIGNAL
A sinusoidal time-varying signal has four characteristics: 
frequency (f), amplitude (a), offset (a0), and phase angle 
(!). These characteristics are depicted in the schematics 
LQ�¿JXUH�������7KH�IUHTXHQF\�UHSUHVHQWV�KRZ�UDSLGO\�WKH�
signal oscillates; it is usually measured in cycles per 
second or hertz. One hertz is equal to 1 cycle per second. 
For example, the second hand of a clock completes one 
cycle every 60 s. Its frequency is one cycle per 60 seconds 
RU������+]��7KH�IUHTXHQF\�RI�D�VLJQDO��¿JXUH�����a) is 
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 ŸFigure 12.1 The digitized discrete representation of the acceleration of the head while a subject is running. 
The signal was sampled at 100 Hz (100 samples per second).
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HDV\�WR�GHWHUPLQH�LQ�D�VLQJOH�VLQH�ZDYH�EXW�PRUH�GLI¿FXOW�
to visualize in noncyclic signals with multiple frequen-
FLHV��7KH�DPSOLWXGH�RI�D�VLJQDO��¿JXUH�����b��TXDQWL¿HV�
the magnitude of the oscillations. The offset (or direct 
FXUUHQW�>'&@�RIIVHW�RU�'&�ELDV���¿JXUH�����c) represents 
the average value of the signal. The phase angle (or phase 
VKLIW��LQ�WKH�VLJQDO��¿JXUH�����d) is the amount of time 
the signal may be delayed or time shifted.

Any time-varying signal or waveform, w(t), is made 
up of these four characteristics. The following equation 
incorporates each of the four variables:

 w(t) = a0 + a sin(2"ft + !) (12.1)

Alternately, the equation can be written using the equiva-
lent angular frequency, #, where # = 2"f (because f is 
in cycles per second or hertz, # is in radians per second, 

and there are 2" radians in a cycle). Thus another way 
to write this relationship is

 w(t) = a0 + a sin(#t + !) (12.2)

The time (t) is a discrete time value that depends on 
how frequently the signal is to be sampled. If the sampling 
frequency is 100 Hz (100 samples per second), then the 
sampling interval is the inverse (1/100th or 0.01). This 
means that there will be a sample or datum registered every 
0.01 s. So, t is one of the discrete values in the set (0, 0.01, 
0.02, 0.03, . . . , T). The variable T represents the duration of 
the digitized signal. For example, by adding the equations 
for a 2 Hz sine wave to a 20 Hz sine wave, we created the 
IROORZLQJ�ZDYHIRUP��DV�LOOXVWUDWHG�LQ�¿JXUH�������

 w(t) = sin(2"2t) + sin(2"20t) (12.3)
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 ŸFigure 12.2 The four essential components of a time-varying signal.
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 ŸFigure 12.3 A 2 Hz and a 20 Hz sine wave summed over a 2.5 s period. The offset (a0) and angle (!) are 
zero for both waves, and the amplitudes are 1.
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FOURIER TRANSFORM
Any time-varying signal can be represented by succes-
sively adding the individual frequencies present in the 
signal (Winter 1990). The a

n
 and !

n
 values may be dif-

ferent for each frequency (f
n
) and may be zero for any 

given frequency:

 w(t) = a0 + $ a
n
 sin (2"f

n
t + !

n
) (12.4)

By using the cosine and sine functions, this series can 
be rewritten without the phase variable as

 w(t) = a0 + $ [b
n
 sin(2"f

n
t) + c

n
cos(2"f

n
t)] (12.5)

This series is referred to as the Fourier series. The b
n
 

and c
n
 FRHI¿FLHQWV�DUH�FDOOHG� WKH�)RXULHU�FRHI¿FLHQWV. 

They can be calculated using the following formulas:

 a0 =
1
T

w t( )
0

T

� dt  (12.6)

 bn =
2
T

w t( )
0

T

� sin 2�fnt( )dt  (12.7)

 cn =
2
T

w t( )
0

T

� cos 2�fnt( )dt  (12.8)

Here is another way of looking at it: If you want to 
know how much of a certain frequency (f

n
) is present 

in a signal w(t), multiply your signal by the sine wave 
[sin(2"f

n
t)], take the mean value, and multiply it by 2. 

Repeat this process for the cosine wave and then add 
the squares of the two together, to get how much of the 
signal is composed of the frequency f

n
. This is called 

the power at frequency f
n
. Mathematically, the process 

is as follows:

 a0 = mean [w(t)] (12.9)

 b
n
 = 2 % mean [w(t) % sin (2"f

n
t)] (12.10)

 c
n
 = 2 % mean [w(t) % cos (2"f

n
t)] (12.11)

 Power fn( ) = bn2 + cn2  (12.12)

7KH�)RXULHU�FRHI¿FLHQWV�FDQ�EH�FDOFXODWHG�IURP�WKH�
equally spaced time-varying points with the use of a 
discrete Fourier transformation (DFT) algorithm (appen-
GL[�+���*LYHQ�WKH�)RXULHU�FRHI¿FLHQWV��ZH�FDQ�FRQVWUXFW�
the original signal using an inverse DFT algorithm. The 
DFT is a calculation-intensive algorithm. Faster and more 
commonly used are the fast Fourier transformations 
(FFTs). An FFT requires that the number of original data 
points be a power of 2 (. . . , 64, 128, 256, 512, 1024, 2048, 
. . .). If this is not the case, the usual method of obtaining 
a “power of 2” number of samples is to pad the data with 
zeros (add zeros until the number of points is a power of 
two). This creates two problems:

 Ŷ Padding reduces the power of the signal. Parseval’s 
theorem implies that the power in the time domain 
must equal the power in the frequency domain (Proakis 
and Manolakis 1988). When you pad with zeros, you 
reduce the power (a straight line at zero has no power). 
You can restore the original power by multiplying the 
power at each frequency by (N + L)/N, where N is the 
number of nonzero values and L is the number of padded  
zeros.

 Ŷ Padding can introduce discontinuities between the 
data and the padded zero values if the signal does not 
end at zero. This discontinuity shows up in the resulting 
spectrum as increased power in the higher frequencies. 
To ensure that your data start and end at zero, you can 
apply a windowing function or subtract the trend line 
before performing the transformation. Windowing 
functions begin at zero, rise to 1, and then return to 
zero again. By multiplying your signal by a windowing 
function, you reduce the endpoints to zero in a gradual 
manner. Windowing should not be performed on data 
unless there are multiple cycles. Subtracting a trend line 
WKDW�FRQQHFWV�WKH�¿UVW�SRLQW�WR�WKH�ODVW�SRLQW�FDQ�EH�XVHG�
as an alternative.

Most software packages give the result of an FFT in 
terms of a real portion and an imaginary portion. For a 
real discrete signal, the real portion corresponds to the 
FRVLQH�FRHI¿FLHQW�DQG�WKH�LPDJLQDU\�SRUWLRQ�FRUUHVSRQGV�
WR�WKH�VLQH�FRHI¿FLHQW�RI�WKH�)RXULHU�VHULHV�HTXDWLRQ��$Q�
))7� UHVXOWV� LQ� DV�PDQ\� FRHI¿FLHQWV� DV� WKHUH� DUH� GDWD�
points (N)��EXW�KDOI�RI�WKHVH�FRHI¿FLHQWV�DUH�D�UHÀHFWLRQ�
of the other half. Therefore, the N/2 points represent fre-
quencies from zero to one-half of the sampling frequency 
( f

s
/2). Each frequency bin has a width of f

s
/N Hz. By 

increasing the number of data points (by padding with 
zeros or collecting for a longer period of time), you can 
decrease the bin width. This does not increase the reso-
lution of the FFT; rather, it is analogous to interpolating 
more points from a curve.

Researchers often adjust the bin width so that each 
bin is 1 Hz wide. This is referred to as normalizing the 

spectrum. Adjusting the bin width changes the magni-
tude because the sum of the power frequency bins must 
equal the power in the time domain. Normalizing the 
spectrum allows data of different durations or sampling 
rates to be compared. The magnitude of a normalized 
spectrum is in units of (original units)2/Hz.

A plot of the power at each frequency is referred 
to as the power spectral density (PSD) plot or simply 
the power spectrum. A PSD curve contains the same 
information as its time-domain counterpart, but it is 
rearranged to emphasize the frequencies that contain the 
greatest power rather than the point in time in the cycle 
at which the most power occurs. Figure 12.4 shows a leg 
acceleration curve along with its PSD.
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TIME-DEPENDENT  
FOURIER TRANSFORM
The discrete Fourier transform (DFT) has the advantage 
that frequencies can be separated no matter when they 
occur in the signal. Even frequencies that occur at the 
VDPH� WLPH� FDQ� EH� VHSDUDWHG� DQG� TXDQWL¿HG��$�PDMRU�
disadvantage is that we do not know when those fre-
TXHQFLHV�DUH�SUHVHQW��:H�FRXOG�RYHUFRPH�WKLV�GLI¿FXOW\�
by separating the signal into sections and applying the 
DFT to each section. We would then have a better idea of 
when a particular frequency occurred in the signal. This 
process is called a time-dependent Fourier transform.

Because we are already able to separate frequencies, 
we will use that technique to build an intuitive feeling for 
how this transform works. If we take a signal that contains 
IUHTXHQFLHV�IURP���WR�����+]��WKH�¿UVW�VWHS�LV�WR�VHSDUDWH�
the frequencies into two portions, 50 Hz and below and 50 
Hz and above. Next, we take these two sections and sepa-
rate them into two portions each. We now have sections of 
0 to 50, 50 to 100, 0 to 25, 25 to 50, 50 to 75, and 75 to 100 

Hz. This procedure—called decomposition—continues  
WR� D� SUHGH¿QHG� OHYHO��$W� WKLV� SRLQW��ZH� KDYH� VHYHUDO�
time-series representations of the original signal, each 
containing different frequencies. We can plot these repre-
sentations on a three-dimensional (3-D) graph with time 
on one axis, frequency on a second axis, and magnitude 
on the third. Figure 12.5 shows a two-dimensional version 
of this type of graph with the contour lines illustrating 
the magnitudes at each frequency and time.

SAMPLING THEOREM
The process signal must be sampled at a frequency 
greater than twice as high as the highest frequency pres-
ent in the signal itself. This minimum sampling rate is 
called the Nyquist sampling frequency (f

N
). In human 

locomotion, the highest voluntary frequency is less than 
10 Hz, so a 20 Hz sampling rate should be satisfactory; 
however, in reality, biomechanists usually sample at 5 to 
10 times the highest frequency in the signal. This ensures 
that the signal is accurately portrayed in the time domain 
without missing peak values.
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 ŸFigure 12.4 Leg acceleration during running in the (a) time and (b) frequency domains. The time domain 
graph shows two ground impacts, whereas the frequency domain graph is for a single stance phase.
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 ŸFigure 12.5 A 3-D contour map of the frequency by time values of a leg acceleration curve during running. 
The time domain curve is superimposed on the contour. There are two peaks in this curve. The high-frequency 
peak (approximately 20 Hz) occurs between 20 and 60 ms. The lower-frequency peak (approximately 8 Hz) 
occurs between 0 and 180 ms.

FROM THE SCIENTIFIC LITERATURE
Shorten, M.R., and D.S. Winslow. 1992. Spectral analysis of impact shock during running. International 

Journal of Sport Biomechanics 8:288-304.

The purpose of this study was to determine the effects 
of increasing impact shock levels on the spectral char-
acteristics of impact shock and impact shock wave 
attenuation in the body during treadmill running. Three 
IUHTXHQF\� UDQJHV�ZHUH� LGHQWL¿HG� LQ� OHJ� DFFHOHUDWLRQ�
curves collected during the stance phase of running. The 
ORZHVW�IUHTXHQFLHV������+]��ZHUH�LGHQWL¿HG�DV�WKH�DFWLYH�
region as a result of muscular activity. The midrange 
frequencies (12-20 Hz) resulted from the impact between 
the foot and ground. There was also a high-frequency 
component (60-90 Hz) resulting from the resonance of 
the accelerometer attachment. Because these frequen-
cies all occurred at the same time, it was impossible to 
separately analyze them in the time domain. Head accel-
erations were also calculated so that impact attenuation 

could be calculated from the transfer functions (TFs). 
TFs were calculated from the power spectral densities 
at the head (PSDhead) and the leg (PSDleg) using the fol-
lowing formula:

 TF = 10 log10 (PSDhead/PSDleg) (12.13)

This formula resulted in positive values when there was 
a gain in the signal from the leg to the head and negative 
values when there was an attenuation of the signal from 
the leg to the head. The results indicated that the leg 
impact frequency increased as running speed increased. 
There was also an increase in the impact attenuation 
so that head impact frequencies remained relatively 
constant.



284 ` Research Methods in Biomechanics

The sampling theorem holds that if the signal is 
sampled at greater than twice the highest frequency, then 
WKH�VLJQDO�LV�FRPSOHWHO\�VSHFL¿HG�E\�WKH�GDWD��,Q�IDFW��WKH�
original signal (w) is given explicitly by the following 
formula (also see appendix I):

 w t( ) = � wn�
sin 2�fc t � n�( )�� ��

� t � n�( )
�

�
�

�

�
�  (12.14)

where & is the sample period (1/sampling frequency), f
c
 

is 1/(2&), w
n
 is the nth sampled datum, and t is the time. 

By using this formula (Shannon’s reconstruction for-
mula; Hamill et al. 1997), we can collect data at slightly 
greater than twice the highest frequency and then apply 

the reconstruction formula to “resample” the data at 
a higher rate (Marks 1993). Figure 12.6 illustrates the 
use of the resampling formula to reconstruct a running 
vertical GRF curve. The signal was originally sampled at 
1000 Hz, and the impact peak was measured at 1345 N.  
Every 20th point was then extracted to simulate data 
sampled at 50 Hz. The peak value occurred between 
samples, with the nearest data point at 1316 N. This also 
changed the time of occurrence of the impact peak. After 
the reconstruction formula was applied to the 50 Hz  
data, the peak was restored to 1344 N with the same 
time of occurrence as the originally sampled data. With 
modern computers, there is little reason to undersample 
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 ŸFigure 12.6 A running vertical GRF curve sampled at 1000 Hz (top), sampled at 50 Hz (middle), and sampled 
at 50 Hz but then reconstructed at 1000 Hz (bottom). The magnitude of the impact peak is identified in each 
graph. Reconstructing the signal results in a peak value very close to the original.
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a signal unless the hardware is somehow limited, as is 
often the case when collecting kinematic data from video 
cameras with a sampling rate limited to 60 or 120 Hz. 
In many data collection systems it is necessary to col-
lect analog data such as force or EMG data at sampling 
rates that are integral multiples of the sampling rate of 
the marker trajectories. For example, force and EMG 
may be collected at 1000 Hz when motion-capture data 
are collected at 200 frames per second (i.e., 5 times the 
video capture rate).

ENSURING CIRCULAR 
CONTINUITY
For the resampling formula to work correctly, the data 
must have circular continuity. To understand what cir-
cular continuity is, draw a curve from end to end on a 
piece of paper and then form a tube with the curve on 
the outside by rolling the paper across the curve. Circular 
continuity exists if there is no “discontinuity” where the 
start of the curve meets the end of the curve. This means 
WKDW�WKH�¿UVW�SRLQW�RQ�WKH�FXUYH�PXVW�EH�HTXDO�WR�WKH�ODVW�
point. Nevertheless, the principle of circular continuity 
goes further: The slope of the curve at the start must 
equal the slope of the curve at the end. The slope of the 
slopes (the second derivative) must also be continuous. If 
you do not have circular continuity and you apply Shan-
non’s reconstruction algorithm, you may be violating 
the assumption that only frequencies of less than half of 
the sampling frequency are present in the data. Discon-
WLQXLWLHV�DUH�E\�GH¿QLWLRQ�KLJK�IUHTXHQF\�FKDQJHV�LQ�WKH�
data. If this occurs, you will see in the reconstructed data 
oscillations that have high amplitudes at the endpoints of 
the curve. These oscillations become smaller (damped) 
the farther you get from the endpoints, and they become 
much more evident if derivatives are calculated.

When data lack circular continuity, use the following 
steps (Derrick 1998) to approximate circular continuity 
�VHH�¿JXUH�������

1. Split the data into two halves.

2. &RS\�WKH�¿UVW�KDOI�RI�WKH�GDWD�LQ�UHYHUVH�RUGHU�DQG�
invert them. Attach this segment to the front of the 
original data.

3. Copy the second half of the data in reverse order 
and invert them. Attach this segment to the back of 
the original data.

4. 6XEWUDFW�WKH�WUHQG�OLQH�IURP�WKH�¿UVW�GDWD�SRLQW�WR�
the last data point.

5HYHUVDO�RI�WKH�¿UVW�RU�VHFRQG�KDOI�RI�GDWD�LV�D�SURFHGXUH�
E\�ZKLFK�WKH�¿UVW�GDWD�SRLQW�EHFRPHV�WKH�ODVW�GDWD�SRLQW�
of the segment, the second data point becomes the second 

WR�ODVW��DQG�VR�RQ��,QYHUVLRQ�LV�D�SURFHGXUH�WKDW�ÀLSV�WKH�
magnitudes about a pivot point. The pivot point is the point 
closest in proximity to the original data. Figure 12.7 shows 
a schematic diagram of the data after we sum the front 
and back segments and before we subtract the trend line.

Step 2 ensures circular continuity at the start of the 
original data set. Step 3 ensures circular continuity at 
the end of the original data set. Steps 2 and 3 together 
ensure that the slopes at the start and end of the new 
data set are continuous, but it is still possible to have 
D�JDS�EHWZHHQ�WKH�PDJQLWXGH�RI�WKH�¿UVW�SRLQW�DQG�WKH�
magnitude of the last point of the new data set. Step 4 
removes this gap by calculating the difference between 
WKH�WUHQG�OLQH�DQG�HDFK�GDWD�SRLQW��7KXV��WKH�¿UVW�DQG�ODVW�
points will be equal to zero.

If you fail to heed the sampling theorem, not only 
will you lose the higher frequencies, but the frequencies 
above the 1/2f

N
 (half the Nyquist frequency) actually 

fold back into the spectrum. In the time domain, this is 
referred to as aliasing��$Q�DQWLDOLDVLQJ� ORZ�SDVV�¿OWHU�
ZLWK� D� FXWRII� IUHTXHQF\� �GH¿QHG� LQ� WKH� VHFWLRQ� WLWOHG�
Digital Filtering) greater than 1/2f

N
 applied to a signal 

before processing ensures no aliasing.
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 ŸFigure 12.7 Schematic diagram of the procedure 
used to ensure that a signal has the property of circular 
continuity.

SMOOTHING DATA
Errors associated with the measurement of a biological 
signal may be the result of skin movement, incorrect digi-
tization, electrical interference, artifacts from moving 
wires, or other factors. These errors, or “noise,” often 
have characteristics that are different from the signal. 
Noise is any unwanted portion of a waveform. It is typi-
cally nondeterministic, lower in amplitude, and often in 
a frequency range different from that of the signal. For 
instance, errors associated with the digitizing process are 
generally higher in frequency than human movement. 
Noise that has a frequency different from those in the 
signal can be removed. If you were to plot the signal and 
WKH�VLJQDO�SOXV�QRLVH��LW�ZRXOG�ORRN�OLNH�¿JXUH�������7KH�
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goal of smoothing is to eliminate the noise but leave the 
signal unaffected.

There are many techniques for smoothing data to 
UHPRYH� WKH� LQÀXHQFH� RI� QRLVH��2XWOLQHG� QH[W� DUH� D�
number of the most popular. Each has its own strengths 
and weaknesses, and none is best for every situation. 
Researchers must be aware of how each method affects 
both the signal and the noise components of a waveform. 
Ideally, the signal would be unaffected by the smoothing 
process used to remove the noise, but most smooth-
ing techniques affect the signal component to some  
extent.

Polynomial Smoothing
Any n GDWD�SRLQWV� FDQ�EH�¿WWHG�ZLWK�D�SRO\QRPLDO�RI�
degree n í���RI�WKH�IROORZLQJ�IRUP�

 x(t) = a0 + a1t + a2t
2 + a3t

3 + . . . + a
n–1t

ní� (12.15)

This polynomial will go through each of the n data 
points, so no smoothing has been accomplished. 
Smoothing occurs by eliminating the higher-order 
terms. This restricts the polynomial to lower-frequency 
changes and thus it will not be able to go through all 
of the data points. Most human movements can be 
described by polynomials of the ninth order or less. 
3RO\QRPLDOV� SURGXFH� D� VLQJOH� VHW� RI� FRHI¿FLHQWV� WKDW�
represent the entire data set, resulting in large savings 
in computer storage space. The polynomial also has 
the advantages of allowing you to interpolate points at 
different time intervals and of making the calculation 
of derivatives relatively easy. Unfortunately, they can 
distort a signal’s true shape; see the article by Pezzack 
and colleagues (1977)—reviewed in chapter 1—for an 
example of this technique. In practice, avoid using poly-
QRPLDO�¿WWLQJ�XQOHVV�WKH�VLJQDO�LV�D�NQRZQ�SRO\QRPLDO��
)RU�H[DPSOH��¿WWLQJ�D�VHFRQG�RUGHU��SDUDEROLF��SRO\QR-

mial to the vertical motion of the center of gravity of an 
airborne body is appropriate. The path of the center of 
gravity during walking follows no known polynomial 
function, however.

Splines
A spline function (deBoor 2001) consists of a number of 
low-order polynomials that are pieced together in such 
a way that they form a smooth line. Cubic (third-order) 
DQG�TXLQWLF��¿IWK�RUGHU��VSOLQHV�DUH�WKH�PRVW�SRSXODU�IRU�
biomechanics applications (Wood 1982, Vaughan 1982). 
Splines are particularly useful if there are missing data in 
the data stream that need interpolation. In many motion 
FDSWXUH�V\VWHPV��WKH�³JDS�¿OOLQJ´�SURFHGXUHV�DUH�GRQH�
E\�¿WWLQJ�VSOLQHV�DFURVV� WKH�JDSV� LQ� WUDMHFWRULHV�ZKHQ�
two or more cameras were unable to view a marker and 
therefore the 3-D trajectory could not be reconstructed. 
Many techniques, such as digital� ¿OWHULQJ� �GLVFXVVHG�
subsequently), require equally time-spaced data. Splines 
do not have this requirement.

Fourier Smoothing
Fourier smoothing consists of transforming the data 
into the frequency domain, eliminating the unwanted 
IUHTXHQF\�FRHI¿FLHQWV��DQG�WKHQ�SHUIRUPLQJ�DQ�LQYHUVH�
transformation to reconstruct the original data without 
the noise. Hatze (1981) outlined how to apply this method 
for smoothing displacement data.

Moving Average
A three-point moving average is accomplished by replac-
ing each data point (n) by the average of n í��� n, and n + 
���$�¿YH�SRLQW�PRYLQJ�DYHUDJH�XVHV�WKH�GDWD�SRLQWV�n í��� 
n í��� n, n + 1, and n + 2 and results in more smooth-
ing than does a three-point moving average. Note that 
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 ŸFigure 12.8 A biological signal with and without noise.
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WKHUH�ZLOO�EH�XQGH¿QHG�YDOXHV�DW� WKH�VWDUW�DQG�HQG�RI�
the series. This method is extremely easy to implement 
but is incapable of distinguishing signals from noise. 
It will attenuate valid signal components and may not 
affect invalid noise components. A better choice is the 
GLJLWDO�¿OWHU�

Digital Filtering
$�GLJLWDO�¿OWHU�LV�D�W\SH�RI�ZHLJKWHG�PRYLQJ�DYHUDJH��7KH�
SRLQWV�WKDW�DUH�DYHUDJHG�DUH�ZHLJKWHG�E\�FRHI¿FLHQWV�LQ�
such a manner that a cutoff frequency can be determined. 
The cutoff frequency� LV�WKH�IUHTXHQW�DW�ZKLFK�D�¿OWHU�
reduces the frequency’s power by one half (half-power 
point) or equivalently reduces the amplitude to 2 / 2  or 
E\�í��decibels or to approximately 0.707 of its original 
DPSOLWXGH��,Q�WKH�FDVH�RI�D�ORZ�SDVV�¿OWHU��IUHTXHQFLHV�
below the cutoff are attenuated whereas frequencies 
DERYH�WKH�FXWRII�DUH�XQDIIHFWHG��7KH�W\SH�RI�GLJLWDO�¿OWHU�
is determined by the frequencies that are passed through 
ZLWKRXW�DWWHQXDWLRQ��7KH�IROORZLQJ�GLJLWDO�¿OWHUV�DUH�DOO�
LPSOHPHQWHG�LQ�WKH�VDPH�PDQQHU��EXW�WKH�FRHI¿FLHQWV�DUH�
adjusted for a particular cutoff frequency. Signals that are 
EDQG�SDVVHG�RU�EDQG�UHMHFW�¿OWHUHG�DUH�UXQ�WKURXJK�WKH�
¿OWHU�ZLWK�ERWK�ORZ�SDVV�DQG�KLJK�SDVV�FXWRII�IUHTXHQ-
FLHV��¿JXUH�������

Type of Filter
Filters can be constructed to attenuate different parts of 
the frequency spectrum. One or sometimes two cutoff 
IUHTXHQFLHV�DUH�QHFHVVDU\� WR�GH¿QH�ZKLFK�SDUW�RI� WKH�
frequency spectrum is attenuated and which part is left 
“as is,” or passed unattenuated.

 Ź Low-pass: The cutoff is selected so that low fre-
quencies are unchanged but higher frequencies are 
DWWHQXDWHG��7KLV�LV�WKH�PRVW�FRPPRQ�¿OWHU�W\SH��,W�LV�
often used to remove high frequencies from digitized 
NLQHPDWLF�GDWD�DQG�DV�D�GLJLWDO�DQWLDOLDVLQJ�¿OWHU�

 Ź High-pass: The cutoff is selected so that high fre-
quencies are unchanged but lower frequencies are 
attenuated. It is used as a component in band-pass 
DQG�EDQG�UHMHFW�¿OWHUV�RU�WR�UHPRYH�ORZ�IUHTXHQF\�
movement artifacts from low-voltage signals in wires 
that are attached to the body (e.g., electromyographic 
[EMG] signals).

 Ź Band-pass: The frequencies between two cutoff 
frequencies are passed unattenuated. Frequencies 
below the lower cutoff and frequencies above the 
KLJKHU�FXWRII�DUH�DWWHQXDWHG��6XFK�D�¿OWHU� LV�RIWHQ�
used in EMG when there is movement artifact in the 
low-frequency range and noise in the high-frequency 
range.

 Ź Band-stop or band-reject: The frequencies between 
the two cutoff frequencies are attenuated. The fre-
quencies below the lower cutoff and above the higher 
FXWRII�DUH�SDVVHG�XQDWWHQXDWHG��7KLV�¿OWHU�KDV�OLWWOH�
use in biomechanics.

 Ź Notch: A narrow band or single frequency is attenu-
ated. It is used to remove power-line noise (60 or 50 
+]��RU�RWKHU�VSHFL¿F�IUHTXHQFLHV�IURP�D�VLJQDO��7KLV�
¿OWHU�JHQHUDOO\�LV�QRW�UHFRPPHQGHG�IRU�(0*�VLJQDOV��
EHFDXVH�WKH\�KDYH�VLJQL¿FDQW�SRZHU�DW����DQG����+]�
(for additional information, see chapter 8).

Filter Roll-Off
Roll-off is the rate of attenuation above the cutoff fre-
TXHQF\��7KH� KLJKHU� WKH� RUGHU� �WKH�PRUH� FRHI¿FLHQWV��
or the greater the number of times the signal is passed 
WKURXJK�WKH�¿OWHU��WKH�VKDUSHU�WKH�UROO�RII�
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 ŸFigure 12.9 Frequency responses of different 
types of digital filters. The digital filter is implemented 
in the time domain, but it can be visualized in the fre-
quency domain. The frequency response function is 
multiplied by the signal in the frequency domain and 
then transformed back into the time domain. LP = low-
pass; HP = high-pass; BP = band-pass.
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Recursive and Nonrecursive Filters
5HFXUVLYH�¿OWHUV�XVH�ERWK�UDZ�GDWD�DQG�GDWD�WKDW�ZHUH�
DOUHDG\�¿OWHUHG�WR�FDOFXODWH�HDFK�QHZ�GDWD�SRLQW��7KH\�
VRPHWLPHV�DUH�FDOOHG�LQ¿QLWH� LPSXOVH�UHVSRQVH��,,5��
¿OWHUV��1RQUHFXUVLYH�¿OWHUV�XVH�RQO\� UDZ�GDWD�SRLQWV�
DQG�DUH�FDOOHG�¿QLWH�LPSXOVH�UHVSRQVH��),5��¿OWHUV��,W�
LV�WKHRUHWLFDOO\�SRVVLEOH�WKDW�D�UHFXUVLYH�¿OWHU�ZLOO�VKRZ�
oscillations in some data sets, but they will have sharper 
UROO�RIIV��'DWD�WKDW�DUH�VPRRWKHG�XVLQJ�D�UHFXUVLYH�¿OWHU�
will have a phase lag, which can be removed by putting 
WKH�GDWD�WKURXJK�WKH�¿OWHU�WZLFH²RQFH�LQ�WKH�IRUZDUG�
GLUHFWLRQ�DQG�RQFH�LQ�UHYHUVH��7KH�¿OWHU�LV�FRQVLGHUHG�
a zero lag ¿OWHU�LI� WKH�QHW�SKDVH�VKLIW� LV�]HUR��'LJLWDO�
¿OWHUV�GLVWRUW� WKH�GDWD�DW� WKH�EHJLQQLQJ�DQG�HQG�RI�D�
signal. To minimize these distortions, extra data should 
be collected before and after the portion that will be  
analyzed.

Optimizing the Cutoff
The selection of a cutoff frequency is very important 
ZKHQ� ¿OWHULQJ� GDWD�� 7KLV� LV� D� VRPHZKDW� VXEMHFWLYH�
determination based on your knowledge of the signal 
and the noise. A number of algorithms are used in an 
DWWHPSW�WR�¿QG�D�PRUH�REMHFWLYH�FULWHULRQ�IRU�GHWHUPLQ-
ing the cutoff frequency (Jackson 1979). These opti-
mizing algorithms typically are based on an analysis 
of the residuals, which are what is left over when you 
VXEWUDFW�WKH�¿OWHUHG�GDWD�IURP�WKH�UDZ�GDWD��$V�ORQJ�DV�
RQO\�QRLVH�LV�EHLQJ�¿OWHUHG��VRPH�RI�WKHVH�YDOXHV�VKRXOG�
be greater than zero and some less than zero. The sum 
of all of the residuals should equal zero (or at least be 
FORVH���:KHQ� WKH�¿OWHU� VWDUWV�DIIHFWLQJ� WKH�VLJQDO�� WKH�
sum of the residuals will no longer equal zero. Some 
optimization routines use this fact to determine which 
frequency best distinguishes the signal from the noise 

�¿JXUH� �������� 7KHVH� DOJRULWKPV� DUH� QRW� FRPSOHWHO\�
objective, however, because you still must determine 
how close to zero the sum of the residuals is before 
selecting the optimal cutoff frequency.

Steps for Designing a Digital Filter
The following steps create a Butterworth low-pass, 
UHFXUVLYH� GLJLWDO� ¿OWHU��0RGL¿FDWLRQV� IRU� D� FULWLFDOO\�
GDPSHG�DQG�D�KLJK�SDVV�¿OWHU�DUH�DOVR�GLVFXVVHG��%XW-
WHUZRUWK�¿OWHUV�DUH�VDLG�WR�EH�RSWLPDOO\�ÀDW�LQ�WKH�SDVV�
band, making them highly desirable for biomechanical 
variables. This means that the amplitudes of the fre-
quencies that are to be passed are relatively unaffected 
E\� WKH�¿OWHU�� 6RPH�¿OWHUV�� VXFK� DV� WKH�&KHE\VKHY�RU�
HOOLSWLF��KDYH�EHWWHU�UROO�RIIV�WKDQ�WKH�%XWWHUZRUWK�¿OWHU��
but they distort the amplitudes of the frequencies in the 
pass band.

1. Convert the cutoff frequency (f
c 
) from Hz to rad/s.

 #
c
 = 2"f

c
 (12.16)

2. Adjust the cutoff frequency to reduce “warping” that 
resulted from the bilinear transformation.

 �c = tan
� c

2 � Sample rate
�

�
�

�

�
�  (12.17)

3. Adjust the cutoff frequency for the number of passes 
(P). A pass occurs each time the data are passed 
WKURXJK�WKH�¿OWHU��)RU�HYHU\�SDVV�WKURXJK�WKH�GDWD��
a second pass must be made in the reverse direction 
to correct for the phase shift. Increasing the number 
of passes increases the sharpness of the roll-off.

 �N =
�c

4 2
1
P

�
��

�
�� –1

 (12.18)
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 ŸFigure 12.10 Selection of an optimal cutoff frequency using residual analysis.
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4. &DOFXODWH�WKH�FRHI¿FLHQWV�

 

C1 =
�N
2

1+ 2 �N +�N
2( )

C2 =
2�N

2

1+ 2 �N +�N
2( ) = 2C1

C3 =
�N
2

1+ 2 �N +�N
2( ) = C1

C4 =
2 1–�N( )2

1+ 2 �N +�N
2( )

C5 =
2�N –�N

2 –1( )
1+ 2 �N +�N

2( )
= 1– C1 +C2 +C3 +C4( )  (12.19)

5. $SSO\�WKH�FRHI¿FLHQWV�WR�WKH�GDWD�WR�LPSOHPHQW�WKH�
weighted moving average. Y

n
� YDOXHV� DUH� ¿OWHUHG�

data and X
n
 YDOXHV�DUH�XQ¿OWHUHG�GDWD��7KH�¿OWHU�LV�

UHFXUVLYH�EHFDXVH�SUHYLRXVO\�¿OWHUHG�GDWD²Y
n–1 and 

Y
n–2²DUH�XVHG�WR�FDOFXODWH�WKH�¿OWHUHG�GDWD�SRLQW��Y

n
.

 Y
n
 = C1 Xn–2 + C2 Xn–1 + C3 Xn

 + C4 Yn–1 + C5 Yn–2  

  (12.20)

7KLV�¿OWHU�LV�XQGHUGDPSHG��GDPSLQJ�UDWLR� ��������
and will therefore “overshoot” and “undershoot” the 
true signal whenever there is a rapid change in the data 
stream. For more information, consult the article by 
5REHUWVRQ�DQG�'RZOLQJ���������$�FULWLFDOO\�GDPSHG�¿OWHU�
can be designed (damping ratio = 1) by changing  to 2 
in each equation in step 4. The warping function must 
also be altered as follows:

 �N =
�c

2
1
2P

�
��

�
�� �1

 (12.21)

In practice, there is little difference between the 
XQGHUGDPSHG�DQG�FULWLFDOO\�GDPSHG�¿OWHU��7KH�GLVWLQF-
tion can be seen in response to a step input (a func-
tion that transitions from 0 to 1 in a single step). The 
%XWWHUZRUWK�¿OWHU�ZLOO�SURGXFH�DQ�DUWL¿FLDO�PLQLPXP�
EHIRUH�WKH�VWHS�DQG�DQ�DUWL¿FLDO�PD[LPXP�DIWHU�WKH�VWHS�
�5REHUWVRQ�DQG�'RZOLQJ��������7KH�%XWWHUZRUWK�¿OWHU��
however, has a better roll-off and therefore is better for 
¿OWHULQJ�GDWD�WKDW�ZLOO�EH�GRXEOH�GLIIHUHQWLDWHG��VXFK�DV�
marker trajectories. In contrast, the critically damped 
¿OWHU�LV�EHWWHU�IRU�¿OWHULQJ�UHFWL¿HG�(0*�GDWD�WKDW�ZLOO�
EH� XVHG� WR� GHWHUPLQH� RQVHW� WLPHV� EHFDXVH� WKLV� ¿OWHU�
responds more rapidly and in the correct direction to 
quickly recruited muscles.

)XUWKHUPRUH��LW�LV�SRVVLEOH�WR�FDOFXODWH�WKH�FRHI¿FLHQWV�
VR�WKDW�WKH�¿OWHU�EHFRPHV�D�KLJK�SDVV�¿OWHU�LQVWHDG�RI�D�

ORZ�SDVV�¿OWHU��0XUSK\�DQG�5REHUWVRQ��������7KH�¿UVW�
step is to adjust the cutoff frequency by the following:

 fc =
fs
2

� fc�old  (12.22)

where f
c
 is the new cutoff frequency, f

c-old
 is the old cutoff 

frequency, and f
s
 is the sampling frequency. The coef-

¿FLHQWV��C1 through C5) are then calculated in the same 
ZD\�WKDW�WKH\�ZHUH�IRU�WKH�ORZ�SDVV�¿OWHU�DQG�WKHQ�WKH�
following adjustments are made:

 c1 = C1, c2 = í&2, c3 = C3,  

 c4 = í&4, and c5 = C5 (12.23)

where c1 through c5�DUH�WKH�FRHI¿FLHQWV�IRU�WKH�KLJK�SDVV�
¿OWHU��7KH�GDWD� FDQ�QRZ�EH�SDVVHG� WKURXJK� WKH�¿OWHU��
IRUZDUG�DQG�EDFNZDUG��MXVW�DV�LQ�WKH�ORZ�SDVV�¿OWHU�FDVH�
outlined previously.

Generalized Cross-Validation
Another commonly used data-smoothing technique 
GHVLJQHG�E\�+HUPDQ�:ROWULQJ��VHH�)URP�WKH�6FLHQWL¿F�
Literature) called generalized cross-validation (GCV), 
RFFDVLRQDOO\�GHVFULEHG�DV� WKH�:ROWULQJ�¿OWHU��EHKDYHV�
similarly to a bidirectional (zero-lag) Butterworth low-
SDVV�¿OWHU��2QH�GLIIHUHQFH�LV�WKDW�LQVWHDG�RI�VSHFLI\LQJ�
a cutoff frequency, the user may allow the software to 
determine its own characteristics or the user may enter a 
value corresponding to the mean square error (MSE) of 
the motion-capture system. This MSE is equivalent to the 
residual error computed during the calibration process 
of the motion capture system. In many gait laboratories 
this value could be 1 mm or less. Using too high a value 
results in oversmoothing the trajectories. This technique 
DOVR�KDV�WKH�DGYDQWDJH�WKDW�LW�FDQ�¿OO�JDSV�LQ�WKH�GDWD�
stream because it does not require equidistantly sampled 
data (i.e., constant sampling rate).

SUMMARY
This chapter outlined the basic principles and rules for 
characterizing and processing signals acquired from 
any data collection system. Special emphasis was given 
to the frequency or Fourier analysis of signals and data 
smoothing. Data-smoothing techniques are of particular 
interest to biomechanists because of the frequent need 
to perform double time differentiation of movement 
patterns to obtain accelerations. As illustrated in chap-
ter 1, small errors in digitizing create high-frequency 
noise that, after double differentiating, dominates true 
data history. Removing high-frequency noise prior to 
differentiation prevents this problem. The biomecha-
nist, however, should be aware of how these smoothing 
processes affect data so that an appropriate method can 
be applied without distorting the true signal.
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Chapter 13

Dynamical Systems Analysis 
of Coordination
Richard E.A. van Emmerik, Ross H. Miller, and Joseph Hamill

Traditional analysis methods in biomechanics 
focus on data from a single joint or segment and 
typically derive discrete measures such as peak 

displacement, velocity, and force from individual time 
series data. Recent analysis methods from a dynamical 
systems approach instead focus more on coordination of 
joint or segmental angular rotations in which patterns of 
relative motion are important indicators of performance. 
In this chapter, we

 Ź discuss the importance of a dynamical systems–
based approach with an emphasis on coordination 
and coordination variability for biomechanical 
analysis;

 Ź present the basic concepts of a dynamical systems–
based approach;

 Ź present well-established analysis techniques for 
assessing movement coordination, including relative 
phase and vector coding methods;

 Ź present methods for assessing variability in human 
movement based on the coordination analysis meth-
ods; and

 Ź GLVFXVV�WKH�EHQH¿WV�DQG�OLPLWDWLRQV�RI�HDFK�WHFKQLTXH�
and the conditions under which these should and 
should not be used.

MOVEMENT 
COORDINATION
The human body contains almost 800 muscles that 
combine to bring changes in the action of the joints, 
segments, and overall movement of the body in space. 
For smooth, goal-directed movements to occur, the dif-
ferent degrees of freedom at each spatiotemporal scale 
(e.g., motor units, muscles, segments, joints) must be 
integrated into functional units. Coordination involves 

bringing the multiple degrees of freedom at each level 
into proper relations (Turvey 1990). Furthermore, this 
coordination must occur over multiple scales of space and 
time. This may be seen in the integration between, for 
H[DPSOH��PRWRU�XQLW�¿ULQJ�SDWWHUQV�DQG�IRUFH�SURGXFWLRQ�
at the muscle level or the coordination between respira-
tory and locomotor systems. One central question in the 
control of movement is how the wide range of degrees of 
freedom of the human body become coordinated.

Degrees of Freedom
7KH�QHXURELRORJLVW�3DXO�:HLVV��������GH¿QHG�coordina-
tion as the selective activation of degrees of freedom in 
such combinations that their united action will result in 
organized motor activity. Many years ago, the Russian 
movement scientist Nicolai Bernstein elegantly described 
the redundancy in the numbers of available components 
or degrees of freedom to carry out a movement task; 
our action system with its multiple degrees of freedom 
enables different solutions to a particular task. Bernstein 
GH¿QHG� FRRUGLQDWLRQ� DV�PDVWHULQJ� UHGXQGDQW� GHJUHHV�
of freedom involved in a particular movement, thereby 
turning joints, segments, muscles, and motor units into 
controllable systems (Bernstein 1967; Turvey 1990).

The redundancy of degrees of freedom as explained 
by Bernstein is present even in basic movements 
involved in locomotion. Locomotion at different speeds 
entails coordinating the many degrees of freedom, 
where control activity is involved in recruiting physi-
ological mechanisms with high degrees of freedom into 
mechanical movement “templates” or models with low 
degrees of freedom (Full and Koditschek 1999). These 
lower-dimensional mechanics could involve walking by 
vaulting, using the dynamics of the inverted pendulum, 
or running by bouncing, using mass-spring damper 
dynamics. In this neuromechanical perspective, the 
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biomechanical properties of the body, in addition to 
WKH�QHXUDO�V\VWHP��SOD\�D�VLJQL¿FDQW�UROH�LQ�FRQWUROOLQJ�
the degrees of freedom in the human body in order to 
create coordinated locomotor patterns. Force-length and 
force-velocity relations in individual muscles, as well 
as biarticular muscles that couple two joints, can help 
stabilize movement and offer lower-level contributions to 
the degrees of freedom problem in human motor control 
(Van Ingen Schenau and Van Soest 1996).

Other researchers picked up on Bernstein’s views on 
coordination and redundancy of degrees of freedom and 
observed that especially in the early phases of acquisition 
of new movement repertoires, reducing degrees of free-
dom by locking joints or simplifying relations between 
joints and segments is a strategy to allow controllability 
of the redundant degrees of freedom in the action system 
(e.g., Vereijken et al. 1992). Later in the learning pro-
cess, degrees of freedom may be released, incorporated 
into the movement, or optimized. More recent research 
in the area of coordination and degrees of freedom is 
PRYLQJ�DZD\�IURP�GH¿QLQJ�FRRUGLQDWLRQ�DV�RYHUFRPLQJ�
excessive or redundant degrees of freedom and proposes 
instead the concept of “abundancy,” where all degrees 
of freedom contribute to the task, offering both stability 
DQG�ÀH[LELOLW\��H�J���/DWDVK�HW�DO��������

Oscillatory Movement 
Dynamics
%HUQVWHLQ� ������� SRVWKXPRXV� SXEOLFDWLRQ�� LGHQWL¿HV�
IRXU� OHYHOV� RI� WKH� FRQVWUXFWLRQ�RI�PRYHPHQW�� WKH�¿UVW�
level is muscle tone and focuses primarily on postural 
muscles and the maintenance of body orientation; the 

second level, muscular-articular links or synergies, 
subserves all possible patterns of locomotion in the ter-
restrial environment; levels three and four, space and 
actions, incorporate aspects of perception and intention 
in movements. Coordination at the level of synergies is 
most clearly revealed through the study and modeling 
of oscillatory movements (Turvey and Carello 1996). 
A major impetus for the development of such models 
was provided through the work of the physiologist Von 
Holst (1939/1973). Von Holst distinguished between two 
different forms of coordination, termed absolute and 
relative coordination. Two oscillators are in absolute 
coordination when they are phase and frequency locked. 
In contrast, oscillators in relative coordination maintain 
tendencies to particular phase couplings but exhibit 
a much wider array of observed frequency and phase 
UHODWLRQVKLSV��VHH�¿JXUH�������

The phase relation between two oscillators has been 
proposed as a fundamental variable through which 
principles of coordination at the level of synergies can be 
revealed. This approach is represented by proponents of 
the synergetics (e.g., Haken et al. 1985; Kelso 1995) and 
the natural-physical approaches to movement coordina-
tion (Kugler and Turvey 1987; Turvey 1990). In the syner-
getics approach, a distinction is made between collective 
or “order” parameters and “control” parameters. Order 
parameters are variables that identify the macroscopic or 
collective behavior of a system. For example, in quadru-
pedal locomotion of animals, the different gait patterns 
(e.g., walk, trot, canter, and gallop) are characterized by 
changes in the phase relations between the legs. In this 
case the phase relation is the order parameter, which 
changes between the different gait modes but remains 

E5144/Robertson/fig 13.1a/415251/TB/R1

x
x
x

a

E5144/Robertson/fig 13.1b/463991/TB/R1

b

 ŸFigure 13.1 Rhythmic oscillations of the pectoral and dorsal fins of Labrus in the experiments of Von Holst. 
(a) Both fins in relative coordination. (b) Both fins in absolute coordination.
Reprinted from E. Von Holst, 1973, The behavioral physiology of animals and man: Selected papers of E. Von Holst, Vol. 1. (Coral Gables: 
University of Miami Press). Translated in 1979.



Dynamical Systems Analysis of Coordination _�293

invariant within the particular gait mode. Phase relations 
between body segments or limbs are considered order 
SDUDPHWHUV�EHFDXVH�RI� WKHLU�IXQGDPHQWDO�UHÀHFWLRQ�RI�
cooperativity between components in the system.

The stability and transition dynamics of a synergy 
or movement pattern can be revealed by the systematic 
PDQLSXODWLRQ�RI�D�QRQVSHFL¿F�FRQWURO�SDUDPHWHU��&RQWURO�
parameters can be used to reveal regions of stability 
and instability in coordination. In the quadrupedal 
locomotion example, gait speed can function as a con-
trol parameter, because the systematic manipulation of 
speed will reveal the different phase relations between 
the legs in the different gait modes. In the next section 
we discuss the application of relative phase techniques 
WR�WKH�LGHQWL¿FDWLRQ�RI�VWDEOH�FRRUGLQDWLRQ�PRGHV�DV�ZHOO�
as transitions between these modes in human movement.

Movement Stability and 
Transitions
How a coordination analysis based on relative phase can 
help our understanding of movement stability and change 
is nicely illustrated in experiments by Kelso (1995) and 
his colleagues. Kelso asked participants to oscillate both 
LQGH[�¿QJHUV�LQ�WKH�WUDQVYHUVH�RU�VDJLWWDO�SODQHV��HLWKHU�
LQ�DQ�LQ�SKDVH�FRRUGLQDWLRQ�SDWWHUQ��ERWK�¿QJHUV�PRYLQJ�
inward and then outward) or in an antiphase pattern (both 
¿QJHUV�PRYLQJ�WR�WKH�ULJKW�DQG�WKHQ�WR�WKH�OHIW��VLPLODU�WR�
WKH�PRWLRQV�RI�WKH�¿QV�LQ�WKH�H[SHULPHQWV�E\�9RQ�+ROVW�
LQ�¿JXUH��������:KHQ�D�SDUWLFLSDQW�VWDUWV�LQ�WKH�DQWLSKDVH�
pattern, a systematic increase in the oscillatory fre-
TXHQF\�RI�ERWK�¿QJHUV�ZLOO�DW�¿UVW�NHHS�WKH�FRRUGLQDWLRQ�
in the antiphase pattern, but at some critical frequency a 
sudden and abrupt transition to the in-phase coordination 
pattern occurs. An important feature of this transition 
process is the increase in variability of the relative phase 
EHWZHHQ�WKH�¿QJHUV�EHIRUH�WKH�WUDQVLWLRQ��5HPDUNDEO\��
when subjects subsequently reduce their frequency of 
oscillation, no return to the antiphase mode occurs. No 
transition is observed when you start with the in-phase 
pattern and increase the frequency.

)XUWKHU�DQDO\VLV�DQG�PRGHOLQJ�RI�WKHVH�¿QJHU�PRYH-
PHQW� WUDQVLWLRQV� UHYHDOHG� WKDW� WKH� RQO\� VWDEOH� ¿QJHU�
coordination modes are in-phase and antiphase. These 
stable states are revealed by the dynamics of the relative 
SKDVH�EHWZHHQ�WKH�¿QJHUV�

 �� = �� – asin �( ) – 2bsin 2�( )+ N  (13.1)

where ! is the relative phase, ��  is the change in relative 
phase, the ratio of b/a is inversely related to the fre-
quency of oscillation, and N represents random noise 
RU�ÀXFWXDWLRQV� LQ� WKH� V\VWHP��"# is the difference in 
natural frequency between the oscillators. When the 
symmetry between the oscillators is large (as is the case 

LQ�WKH�¿QJHU�RVFLOODWLRQ�H[SHULPHQW��DQG�WKH�IUHTXHQF\�
of oscillation is low, there are two stable coordination 
patterns or modes: in-phase (! = 0° relative phase) and 
antiphase (! = ±$��¿QJHU�PRYHPHQWV��VHH�¿JXUH��������
These stable coordination patterns are called attractors. 
7KH�GHSWKV�RI�WKH�SRWHQWLDO�ZHOOV�LQ�¿JXUH������DUH�DQ�
indication of the strength (or stability) of the attractor. 
The different sizes of the potential wells help explain why 
there is a transition from antiphase to in-phase but not 
from in-phase to antiphase when frequency is increased; 
the potential well for the in-phase pattern is much deeper 
WKDQ� WKH�ZHOO� IRU� WKH� DQWLSKDVH�SDWWHUQ� �¿JXUH�����a). 
Changes in coordination (also called bifurcations or 
phase transitions) emerge when, for critical values of 
the control parameter, the layout or the stability of the 
attractor changes. This can be seen in the different lay-
RXWV�RI�WKH�DWWUDFWRUV�LQ�¿JXUH�����a and b for the low- and 
KLJK�IUHTXHQF\�¿QJHU�RVFLOODWLRQ�FRQGLWLRQV�ZKHQ� WKH�
symmetry in oscillator characteristics is high. At higher 
frequencies, the potential well for the antiphase mode 
disappears and there is only one stable mode at ! = 0° 
representing in-phase coordination.

When the symmetry between the oscillators is low 
�¿JXUH�����c and d), the number of stable coordinative 
states is also reduced. This can be observed, for example, 
when we try to coordinate leg movements and arm move-
ments. Experiments show that coordination patterns 
are less stable compared with the patterns observed in 
WKH�¿QJHU�RVFLOODWLRQ�H[SHULPHQWV��)OXFWXDWLRQV�SOD\�D�
key role in these qualitative changes in pattern. These 
ÀXFWXDWLRQV� FDQ� EH� YLVXDOL]HG� E\�PRYHPHQWV� RI� WKH�
“black ball” in the potential well. The deeper the well, 
the less likely it will be that the system will change state. 
However, changes in state are more likely to occur when 
the potential wells become shallow, as is the case in the 
ORZ�V\PPHWU\�H[DPSOH�LQ�¿JXUH������

Variability and Coordination
The multiple degrees of freedom involved in the coor-
dination and control of human movement are a poten-
tial source of variability. In biomechanics and motor 
control, variability is traditionally equated with noise, 
is considered detrimental to system performance, and 
is typically eliminated from data as a source of error. 
In the assessment of coordination changes due to learn-
ing, aging, and disease, the presence of variability is 
still regarded as one of the most powerful indicators of 
poor performance. An increasing body of literature in 
the biological and physical sciences, however, stresses 
WKH� EHQH¿FLDO� DQG� DGDSWLYH� DVSHFWV� RI� YDULDELOLW\� LQ�
system function. In the traditional perspective, higher 
levels of skill, competence, and health are associated 
with decreased variability. Current dynamical systems 
perspectives, however, have shown that the path to 
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 ŸFigure 13.2 Potential landscapes of the stable and unstable pattern dynamics derived from the Haken, Kelso, 
and Bunz (HKB) model of rhythmic coordination. Filled circles show stable states. Open circles show unstable 
states. ! is relative phase, with ! = 0° representing in-phase coordination and ! = ±$ antiphase coordination. V 
is the potential function derived from equation 13.1.
Figure adapted from Kelso 1995.

IUDLOW\� LV� LGHQWL¿HG�E\�D� ORVV�RI�YDULDELOLW\�� UHÀHFWLQJ�
fewer interactions between the degrees of freedom of 
the body (Lipsitz 2002). This hypothesis about loss of 
complexity can also be applied to neurological disease or 
RUWKRSHGLF�LQMXULHV��¿JXUH��������2YHU�WLPH��UHGXFWLRQV�
in effective degrees of freedom, interacting components, 
and synergies involved in the control of the biological 
system may become associated with a loss of variability. 
When these reductions in degrees of freedom and vari-
ability reach a critical threshold, injury or disease may  
emerge.

,QFUHDVHG�YDULDELOLW\�RU�ÀXFWXDWLRQV�DUH�DOVR�HVVHQ-
tial features of abrupt changes (or phase transitions) 
in movement patterns. A signature feature of a phase 
transition is the appearance of instabilities in the coor-
dination pattern. These instabilities are characterized 
E\� ���� D� VWURQJ� HQKDQFHPHQW� RI�ÀXFWXDWLRQV� �³FULWLFDO�
ÀXFWXDWLRQV´��LQ�WKH�FRRUGLQDWLRQ�EHIRUH�WKH�WUDQVLWLRQ�
and (2) a large increase in the time it takes to recover 
from a disturbance and return to steady state (“critical 
VORZLQJ�GRZQ´���&ULWLFDO�ÀXFWXDWLRQV�LQ�FRPSOH[�V\VWHPV�
DULVH�GXH�WR�WKH�LQÀXHQFHV�RI�HOHPHQWV�DW�D�PRUH�PLFUR-

scopic level compared with the level of interest. These 
PLFURVFRSLF� LQÀXHQFHV�� WRJHWKHU�ZLWK� HQYLURQPHQWDO�
ÀXFWXDWLRQV�� ³SXOO´� WKH� V\VWHP�DZD\� IURP� LWV� FXUUHQW�
stable state or attractor. Fluctuations around the transi-
WLRQ�SRLQW�IURP�DQWLSKDVH�WR�LQ�SKDVH�¿QJHU�PRYHPHQWV�
have been observed during transitions in bimanual coor-
dination (Kelso et al. 1986), during gait in the transition 
between walking and running (Diedrich and Warren 
1995; Lamoth et al. 2009), and in coordination changes 
in the upper body and between arms and legs in human 
walking (Van Emmerik and Wagenaar, 1996a, 1996b; 
Wagenaar and Van Emmerik 2000).

Critical slowing down around the transition point 
is best shown by the changes and deformations in the 
potential landscape around the antiphase attractor 
�¿JXUH��������$V�WKH�FRQWURO�SDUDPHWHU�LV�LQFUHDVHG�RU�
the symmetry is low, the potential well becomes more 
DQG�PRUH�VKDOORZ�DQG�D�GLVWXUEDQFH�DZD\�IURP�WKH�¿[HG�
point will result in a slow relaxation back to the potential 
minimum (i.e., the convergence will be longer compared 
with the lower frequencies when the potential well is 
steep). Empirical evidence for this critical slowing down 
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in bimanual coordination has been provided by Scholz 
and colleagues (1987).

Research in biomechanics is beginning to explore the 
role of variability in movement. An important emphasis is 
the role that variability plays in the biomechanics of sport, 
injuries, and disease (Davids et al. 2003; Hamill et al. 
1999, 2006; Wheat and Glazier 2006). When a movement 
is performed repetitively, the motions of the body’s seg-
ments will vary somewhat, even for a cyclical motion like 
running. As mentioned previously, the traditional view is 
that variability decreases with the level of skilled perfor-
mance and increases with the level of injury or disease. 
A common assumption in many studies on locomotion 
is that increased variability in traditional gait parameters 
(such as stride length and stride frequency) is associated 
with instability and increased risk of falls. Although 
increased variability in these spatiotemporal patterns of 
footfalls may indicate potential gait problems, an accurate 
understanding of the mechanisms that underlie instabil-
ity and lead to falls requires insight into the dynamics of 
segmental coordination in the upper and lower body. As 
indicated earlier, in multiple degrees of freedom systems, 

variability in performance is an inevitable and necessary 
condition for optimality and adaptability. Variability pat-
terns in traditional gait parameters, therefore, might not 
UHÀHFW�YDULDELOLW\�SDWWHUQV�LQ�VHJPHQWDO�FRRUGLQDWLRQ�RI�
upper-body and lower-extremity segments, as has been 
shown in research on Parkinson’s disease (Van Emmerik 
et al. 1999).

In biomechanical research on running injuries, sev-
eral studies have demonstrated an association between 
reduced coordination variability and orthopedic disorders 
(Hamill et al. 2006 for review). Coordination variability 
refers to the range of coordinative patterns that the organ-
ism exhibits while performing a movement. Coordination 
YDULDELOLW\� LV� RIWHQ� TXDQWL¿HG� DV� WKH� EHWZHHQ�WULDO� RU�
between–gait cycle standard deviation of the movement. 
Coordination variability is often assessed through rela-
tive phase and vector coding analysis methods. Several 
studies have shown that a certain amount of variability 
appears to be a signature of healthy, pain-free movement 
(e.g., Hamill et al. 1999; Heiderscheit et al. 2002; Miller et 
al. 2008). Hamill and colleagues (1999) and Heiderscheit 
and colleagues (2002) found that runners with unilateral 
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 ŸFigure 13.3 Loss of complexity hypothesis based on the work of Lipsitz (2002) applied to injury or disease. 
Over time, reductions in effective degrees of freedom, interacting components, and synergies (a) become as-
sociated with a loss of variability in the system (b). When these reductions in degrees of freedom and variability 
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patellofemoral pain were less variable in segment cou-
plings involving the knee joint than were healthy runners. 
7KH�DXWKRUV�VXJJHVW�WKDW� WKLV�¿QGLQJ�LV�LQGLFDWLYH�RI�D�
narrow range of coordination patterns that allowed for 
pain-free running. Miller and colleagues (2008) reached a 
similar conclusion on runners with and without a history 
of iliotibial band syndrome. Pollard and colleagues (2005) 
found that women were less variable than men in several 
lower-limb couplings during a high-speed unanticipated 
cutting maneuver, and the investigators suggested that 
these gender differences could be related to the preva-
lence of anterior cruciate ligament injuries in women. 
However, because all of these studies were retrospective 
in nature, the authors could not infer a causal relation-
ship between variability and injury. Prospective studies 
on coordination variability and injury development are 
needed to assess this relationship.

In summary, from a dynamical systems perspective, 
variability is not inherently good or bad but rather indi-
cates the range of coordination patterns used to complete 
the motor task. This offers a different view in compari-
son to the more traditional perspective that variability 
is undesirable. In contrast, there is a functional role for 
variability that expresses the range of possible patterns 
and transitions between patterns that a movement system 
can accomplish. Both abnormally low and high levels 
of variability may be detrimental to the functioning of 
the system.

FOUNDATIONS FOR 
COORDINATION ANALYSIS
In the next sections we present the basic concepts of 
dynamical systems that form the foundations of the 

analysis of coordination and coordination variability. 
These concepts include the notion of the state space and 
the different types of attractors, or preferred regions, 
in these state spaces that are instrumental in assessing 
stability and change in movement patterns.

The State Space
Biomechanical data can be represented graphically 
in a variety of different ways. A traditional and very 
informative type of graph is to display the changes in 
kinetic or kinematic parameters over time. Figure 13.4 
presents an example of the changes in the left and right 
thigh angular displacements over a time period of 10 s 
while a subject is walking on a treadmill. Information 
DERXW�SHDN�ÀH[LRQ�DQG�H[WHQVLRQ�DQJOHV�FDQ�EH�REWDLQHG�
IURP�WKHVH�JUDSKV�DQG�TXDQWL¿HG��$�FORVHU�LQVSHFWLRQ�RI�
the graphs makes it quite evident that the coordination 
between these segments is primarily antiphase. However, 
especially during the stance phase there are more subtle 
changes in the patterns of coordination that are harder 
to obtain from these plots.

In the dynamical systems approach, the reconstruc-
tion of the so-called state space is essential in identify-
ing the important features of the behavior of a system, 
such as its stability and ability to change and adapt to 
different environmental and task constraints. The state 
space is a representation of the relevant variables that 
will help identify these features. To help us understand 
and quantify coordination between joints or segments, 
it can be very useful to represent the system in a state 
space that is based on an angle-angle relative motion 
plot. Figure 13.5 presents a state space of the relative 
motion of the time series of the thigh and leg shown 
HDUOLHU�LQ�¿JXUH�������7KLV�DQJOH�DQJOH�SORW�FDQ�UHYHDO�
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 ŸFigure 13.4 Individual time series of thigh (left and right) angular displacements while a subject is walking 
on a treadmill at a speed of 1.2 m/s.
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regions where coordination changes take place as well as 
parts of the gait cycle where there is relative invariance 
in coordination patterns. These coordinative changes in 
WKH�DQJOH�DQJOH�SORWV�FDQ�EH�IXUWKHU�TXDQWL¿HG�E\�YHFWRU�
coding techniques that are discussed later.

Another form of state space is where the position 
and velocity of a joint or segment are plotted relative to 
each other. This state-space representation is also often 
referred to as the phase plane. An example of a position-
YHORFLW\�SKDVH�SODQH�SORW�LV�VKRZQ�LQ�¿JXUH�������ZKHUH�
the angular displacement of the thigh is plotted against 
the angular velocity. This is a higher-dimensional state 
space because the time derivative of position is used to 
identify the pattern. The phase-plane representation is a 

¿UVW�DQG�FULWLFDO�VWHS�LQ�WKH�TXDQWL¿FDWLRQ�RI�FRRUGLQDWLRQ�
using continuous relative phase techniques.

Attractors in State Space
In most forms of human movement, the dynamics in state 
space are limited to distinct regions, as can be seen in 
WKH�SKDVH�SODQH�SORW�LQ�¿JXUH�������ZKHUH�WKH�SDWWHUQ�LQ�
state space is limited to a fairly narrow, cyclical band. In 
dynamical systems, preferred regions in state space onto 
which the dynamics tend to settle are called attractors. 
Attractors can come in a variety of different forms. A 
seemingly simple kind of attractor is the point attractor. 
In this case, the dynamics in the system tend to converge 
RQWR�RQH�UHODWLYHO\�¿[HG�YDOXH�LQ�WKH�VWDWH�VSDFH��)LJXUH�
13.7, c and d, provides an example of a point attractor. 
7KH�SRLQW�DWWUDFWRU�G\QDPLFV�DUH�VKRZQ�LQ�¿JXUH�����c 
by a relatively consistent value of discrete relative phase 
throughout the gait cycle. The discrete relative phase is 
EDVHG�RQ�WKH�RFFXUUHQFH�RI�SHDN�ÀH[LRQ�LQ�WKH�OHIW�DQG�
right thigh angular displacements, and the time series 
in 13.7c show that there is a consistent antiphase or 180° 
coordination pattern. This antiphase coordination can 
already be observed by comparing the individual time 
VHULHV�LQ�¿JXUH������EXW�LV�PRUH�REMHFWLYHO\�TXDQWL¿HG�
E\�WKH�VWDWH�VSDFH�SORW�LQ�¿JXUH�����d, where so-called 
return maps (plotting the coordination at xn vs. xn+1, where 
n�LV�WKH�F\FOH�QXPEHU��LGHQWLI\�D�¿[HG�SRLQW�DWWUDFWRU�LQ�
VWDWH�VSDFH��7KH�UHODWLYH�SKDVH�G\QDPLFV�DUH�RI�WKH�¿[HG�
point type in this case, as a perturbation (sudden change 
LQ�WUHDGPLOO�VSHHG�DQG�UHWXUQ�WR�WKH�RULJLQDO�VSHHG��¿JXUH�
13.7) results in a return to the original antiphase dynam-
ics with a relative short latency. The perturbation here 
consisted of a brief (5 s) increase in treadmill speed from 
1.2 m/s to 2.0 m/s, with a subsequent return to 1.2 m/s.

Whereas the coordination between the right and left 
OHJV�FDQ�EH� LGHQWL¿HG� LQ� WKH� IRUP�RI�D�SRLQW� DWWUDFWRU�
ZLWK�D�UHODWLYHO\�¿[HG�YDOXH�RI�FRRUGLQDWLRQ�IURP�F\FOH�
to cycle, the dynamics of the individual limb segments 
show a very different pattern. These are clearly cyclical, 
DV�FDQ�EH�VHHQ�LQ�WKH�SKDVH�SODQHV�LQ�¿JXUH�������a and 
b. Attractors of this form are called limit-cycle attrac-
tors, and the dynamics converge onto a cyclical region 
in state space. These limit-cycle attractors are typically 
LGHQWL¿HG�RQ� WKH� EDVLV� RI� D� YHU\� QDUURZ�� RYHUODSSLQJ�
band of the trajectories in the state space. However, 
the existence of the narrow band is a necessary but not 
VXI¿FLHQW�FRQGLWLRQ� WR�FKDUDFWHUL]H� WKH�G\QDPLFV�DV�D�
limit-cycle. An essential feature of the limit-cycle attrac-
tor is stability with respect to perturbation; to classify 
as a limit-cycle attractor, the system should also show 
resistance to perturbations. An example of this is given 
LQ�¿JXUH�������a and b. The regular cyclic pattern in the 
phase plane (solid line) represents the steady-state gait 
patterns while a subject was walking at a speed of 1.2 
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 ŸFigure 13.5 Angle-angle plot of the thigh seg-
mental angular time series presented in figure 13.4.
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 ŸFigure 13.7 Plots of point and limit cycle attractors under normal and perturbed conditions. (a) and (b) Thigh 
segmental angular position versus velocity phase planes while a subject was walking at 1.2 m/s. Speed was 
suddenly increased to 2.0 m/s after 30 s for a duration of 5 s, then returned to 1.2 m/s. (c) Time series of discrete 
relative phase (DRP), and (d) return map plot of current relative phase value versus the next relative phase value 
(DRPn vs. DRPn+1). Open circles represent the stable coordination pattern (point attractor) around 180°, and the 
closed circles show the deviation from the attractor as a result of a sudden speed perturbation.

m/s. The dashed trajectories represent the perturbation 
phase of the trial when speed was suddenly increased to 
2.0 m/s and the consequent return back to the original 
pattern. This return to the preperturbation dynamic 
is an essential feature of the limit-cycle attractor. The 
patterns in the phase plane can also serve as an energy 
plot. The convergence and divergence of trajectories in 
the phase plane can identify the loss and gain of energy 
in the system.

Higher-dimensional state spaces (three dimensions 
and up) can also reveal more complex types of attractors: 
quasiperiodic and chaotic attractors. The chaotic attrac-
tor demonstrates both stable attraction to a region in state 
space and variability. Figure 13.8 shows an example of 
the Lorenz attractor, a well-known chaotic attractor that 
HPHUJHV�IURP�G\QDPLF�LQWHUDFWLRQV�LQ�ÀXLG�DQG�DLU�ÀRZ�
systems (Strogatz 1994). These dual features of stability 
and adaptability can be associated with a higher pattern 

FRPSOH[LW\�WKDW�LV�QRZ�FRPPRQO\�UHJDUGHG�DV�UHÀHFWLYH�
RI�KHDOWK\�DQG�H[SHUW�V\VWHPV��VHH�¿JXUH��������$V�DQ�
example, increased heart rate variability is considered an 
LPSRUWDQW�LQGLFDWRU�RI�KHDOWK\�KHDUW�IXQFWLRQ��UHÀHFWLQJ�
a degree of complexity in organization in which disrup-
tions can be compensated for more easily (Glass 2001; 
Lipsitz 2002).

QUANTIFYING 
COORDINATION: RELATIVE 
PHASE METHODS
In the next section we present in more detail the basic 
procedures and analysis methods that are now commonly 
used to quantify coordination in biomechanical systems. 
$OO�RI�WKH�FRRUGLQDWLRQ�DQDO\VLV�PHWKRGV�SUHVHQWHG�¿QG�
their basis in the concepts of the state space and the 
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different attractor dynamics in these state spaces. We 
¿UVW�GLVFXVV�UHODWLYH�SKDVH�WHFKQLTXHV��GLVFUHWH�UHODWLYH�
phase, continuous relative phase, Fourier phase, and the 
Hilbert transform), followed by vector coding procedures 
IRU�TXDQWLI\LQJ�DQJOH�DQJOH�GLDJUDPV��7KH�EHQH¿WV�DQG�
limitations of each technique are discussed.

Discrete Relative Phase
Discrete relative phase (DRP) analysis allows for an 
assessment of coordination and changes in coordination 
based on relevant events in the time series of interest. 
,Q�WKH�H[DPSOHV�RI�WKH�WKLJK�ÀH[LRQ�DQG�H[WHQVLRQ�WLPH�
VHULHV�LQ�¿JXUH�������WKH�UHOHYDQW�HYHQW�PD\�EH�SHDN�IRU-
ZDUG�ÀH[LRQ��'53�DQDO\VLV�GHULYHV�WKH�UHODWLYH�WLPLQJ�RI�
corresponding peaks from the two different time series 
�VXFK�DV�WKH�OHIW�DQG�ULJKW�WKLJK�DQJXODU�PRWLRQV�LQ�¿JXUH�
13.4), scaled to the overall cycle duration of one of the 
WLPH�VHULHV��¿JXUH�������

 DRP = �t
T

�
��

�
�� � 360

�  (13.2)

where "t represents the timing difference in the peak 
events in the two time series and T the overall cycle 
duration for one of the time series. Scaling to the cycle 
time is necessary to correct for differences in absolute 
GXUDWLRQ�RI� WKH� F\FOH��ZKLFK�FRXOG� LQÀXHQFH� WKH� UHOD-
tive timing and the coordination. This would occur, for 
example, at different gait speeds, where stride cycle 
duration decreases with increases in speed. The DRP 

is typically calculated for each cycle and then averaged 
across multiple cycles.

The advantage of the DRP analysis is its relative 
simplicity in that no further derivation (such as velocity, 
acceleration, and state space reconstruction) is needed. 
This allows the researcher to use the original signal such 
as the segmental angular time series of the thigh motion. 
Limitations of the DRP analysis are that in most cases only 
one data point of the time series is used in the assessment  
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 ŸFigure 13.8 The Lorenz attractor. The state space dimensions (x, y, z) represent the dynamics of fluid flow. 
The control parameter %, the Rayleigh number that affects heat transfer, is increased from panels a to d. For 
small values of %, the system is stable (showing convection) and evolves to one of two fixed-points attractors. At 
a critical value of % = ~25, the fixed points become repelling instead of attracting and complex chaotic trajectories 
and turbulent flows emerge (Strogatz 1994).
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of coordination. This is usually not a problem in very 
regular signals in which the coordination does not change 
ZLWKLQ�WKH�PRYHPHQW�F\FOH��VXFK�DV�LQ�WKH�¿QJHU�RVFLOOD-
tion experiments discussed earlier. However, in signals 
in which the coordination can change within the cycle, 
the DRP analysis may be more problematic. Possible 
solutions can include choosing more points in the gait 
cycle for the DRP analysis or using vector coding or 
continuous relative phase methods (discussed later in this 
chapter). Another possible problem with the DRP analy-
VLV�LV�WKDW�WKH�SHDNV�LQ�WKH�VLJQDO�QHHG�WR�EH�ZHOO�GH¿QHG��
It is not recommended that DRP analysis be conducted 
on time series with multiple peaks that are relatively 
inconsistent and may vary from cycle to cycle. This not 
only could provide incorrect coordination results but may 
DUWL¿FLDOO\� LQFUHDVH� FRRUGLQDWLRQ�YDULDELOLW\�PHDVXUHV�
derived from DRP analysis.

Discrete Relative Phase and 
Multifrequency Coordination
The discrete relative phase analysis outlined in the pre-
vious section works well for signals in which the peak 
events occur at similar frequencies within the cycle. In 

the example of left thigh versus right thigh coordination, 
WKH�SHDN�ÀH[LRQ�KDSSHQV�RQFH�SHU�VWULGH�F\FOH�IRU�HDFK�
leg. In multifrequency coordination, as for example 
in the frequency coupling between the arms and the 
legs at lower walking speeds (a 2:1 coupling), the DRP 
analysis presented in the previous section is harder to 
implement. This is especially the case for systems that 
can display a much wider variety of frequency couplings, 
especially if these couplings can also change throughout 
the movement.

An important example in which the coordination is 
not limited to a 1:1 frequency coupling can be found 
in coupling between the respiratory and the locomotor 
systems. The coordination between the locomotor and 
UHVSLUDWRU\�UK\WKPV�LV�LPSRUWDQW�IRU�VWDEOH�DQG�HI¿FLHQW�
gait patterns. This coordination typically can occur in a 
variety of different frequency couplings that may change 
as a function of walking speed, fatigue, or training status.

Much of the research on locomotor-respiratory coor-
dination (LRC) has focused on entrainment between 
WKHVH�ELRORJLFDO�UK\WKPV��ZKLFK�LV�GH¿QHG�DV�D�VWURQJ�
coupling or “locking” of the frequency and phase rela-
tions of the two oscillations. Several mechanisms can act 
to entrain respiration and locomotor rhythms in various 

FROM THE SCIENTIFIC LITERATURE
Diedrich, F.J., and W.H. Warren. 1995. Why change gaits? Dynamics of the walk to run transition. Journal 

of Experimental Psychology: Human Perception and Performance 21:183-201.

As adults, humans use two distinct gait modes (walking 
at slow speeds; running at fast speeds) with an abrupt 
transition between modes when speed is manipulated as 
a control variable. Diedrich and Warren (1995) examined 
intralimb coordination dynamics during the walk-run 
and run-walk transitions. In experiment 1, subjects 
performed continuous walk-run (or run-walk) transi-
tions while the treadmill belt speed was continuously 
increased (or decreased) from 0.95 to 3.60 m/s over 30 s. 
Kinematic data (joint angles) were measured in the sagit-
tal plane. Data were also collected while subjects walked 
at a range of steady belt speeds for 30 s. In experiment 
2, the continuous transition condition of experiment 1 
ZDV�UHSHDWHG�DW�D�UDQJH�RI�¿[HG�VWULGH�IUHTXHQFLHV�DURXQG�
the subject’s preferred stride frequency. The discrete 
relative phases (DRPs) of peaks in the joint angle time 
VHULHV�ZHUH�FDOFXODWHG��6SHFL¿FDOO\�� WKH� WLPH�EHWZHHQ�
two successive hip extension or knee extension peaks 
ZDV�GH¿QHG�DV����WR�������DQG�WKH�WLPLQJ�RI�WKH�DQNOH�
SODQWDU�ÀH[LRQ�SHDN�ZLWKLQ�WKLV�UDQJH�ZDV�LGHQWL¿HG�DV�
the DRP. The walk-run transition speed (2.09 m/s) was 
slightly faster than the run-walk transition speed (2.05 

m/s). In the continuous transition trials of experiment 1, a 
sudden decrease in the ankle-hip and ankle-knee DRP of 
about 50° occurred during the last walking step prior to 
UXQQLQJ��ZKHUH�UXQQLQJ�ZDV�GH¿QHG�E\�WKH�DSSHDUDQFH�
RI�D�ÀLJKW�SKDVH��'53�LQFUHDVHV�E\�D�VLPLODU�PDJQLWXGH�
immediately before the run-walk transition. From the 
VWHDG\�VSHHG�FRQGLWLRQ��YDULDELOLW\�LQ�'53��TXDQWL¿HG�
as the within-trial standard deviation) increased near 
and within the gait transition region (Froude number 
§������ EXW� GLG� QRW� GHFUHDVH� IROORZLQJ� WKH� WUDQVLWLRQ��
Similar results were seen in the variability of the stride 
frequency. As evidence that speed rather than another 
stride parameter was the control variable behind the gait 
transitions, in experiment 2 subjects consistently tran-
sitioned from walking to running at a speed of 2.2 m/s 
regardless of the imposed stride frequency. The authors 
interpreted the overall results as evidence that human 
locomotion shares many characteristics of a nonlinear 
dynamical system, with preferred gaits characterized by 
stable phase relations and hysteresis, and while phase 
transitions are preceded by an increase in variability 
and loss of stability of the current gait mode.
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species of animals. For example, horses have an almost 
¿[HG�EUHDWKLQJ�WR�VWULGH�UDWLR�RI�����GXH�WR�WKH�FRQVWUDLQWV�
put on the thoracic region from the repeated impact load-
ing of the forelimbs striking the ground (Bramble and 
Carrier 1983). In addition, the visceral mass dynamics 
(visceral “piston”) may constrain the coupling between 
these systems. Human locomotion, in contrast, has 
a much wider range of frequency couplings between 
locomotion and breathing rhythms. Researchers have 
observed couplings of limb movements to breaths that 
include 1:1, 2:1, 3:1, 3:2, 4:1, and 5:2, with 2:1 being used 
most often (Bramble and Carrier 1983). These frequency 
relationships may also change during running and walk-
ing and as a function of running experience.

To assess different frequency couplings and their 
LPSDFW�RQ�FRRUGLQDWLRQ��D�PRGL¿FDWLRQ�WR�WKH�'53�DQDO\-
sis technique is needed. This technique was developed 
by McDermott and colleagues (2003) in their work on 
locomotor-respiratory coordination, but it can be applied 
to multifrequency coupling generally. The technique 
¿UVW�JHQHUDWHV�D�UHODWLYH�SKDVH�WLPH�VHULHV�EHWZHHQ�HQG�
inspiration (EI) of the breathing rhythm and heel-strikes 
of the locomotor rhythm from the consecutive gait cycles 
on the basis of the following formula:

 DRPmf =
t + nT
T

�
��

�
�� � 360

�  (13.3)

where DRPmf represents discrete relative phase in mul-
tifrequency systems, n is the number of complete stride 
cycles between each heel-strike and the subsequent EI, 
T is the time duration of the stride in which EI occurred, 
and t is the time lag from the beginning of the stride in 
which EI occurred to the subsequent EI. To illustrate this 
calculation of relative phase, simulated breath and heel-
VWULNH�VLJQDOV�DUH�SORWWHG�LQ�¿JXUH��������7KH�KHHO�VWULNH�

signal in this example is a pulse wave with a period T = 
100 ms, and the breath signal in this example is a sine 
wave with a period of 300 ms with a 75 ms phase shift. 
The resulting DRPmf values for the three heel-strikes 
in breath 1 (with n equal to 2, 1, and 0) are therefore 
990°, 630°, and 270°, respectively. Note that if there are 
3 heel-strikes within one breath as in this example, the 
relative phase value of each heel-strike will fall within 
WKH�VSHFL¿F�UDQJHV�

 

1080� � DRPmf 1 > 720
�

720� � DRPmf 2 > 360
�

360� � DRPmf 3 > 0
�

According to this relationship, the relative phase value of 
WKH�¿UVW�KHHO�VWULNH��'53mf1) in the breath cycle will fall 
in the highest range and the last (DRPmf3 in this example) 
will fall in the lowest range (between 0° and 360°). 
Sample time series of relative phase from an individual 
walking at preferred speed at different stride frequencies 
DUH�VKRZQ�LQ�¿JXUH������a. The left part before the solid 
vertical line represents walking at 20% below preferred 
stride frequency (PSF), whereas the right part shows the 
transition to walking at 20% above PSF. The periodicity 
of these time series is then assessed by creating return 
maps (plotting the relative phase time series against 
WLPH�ODJJHG�YHUVLRQV�RI�WKH�VDPH�WLPH�VHULHV��VHH�¿JXUH�
13.11, b and c���)UHTXHQF\�FRXSOLQJV�DUH�LGHQWL¿HG�IURP�
WKHVH�PDSV� E\� DSSO\LQJ� VSHFL¿F� UDQJH� FULWHULD� WR� WKH�
appropriate map. Convergence to the line of identity in 
the return maps reveals the periodicity in the coupling 
(see McDermott et al. 2003 for a detailed overview of 
WKH�PHWKRGV���)RU�H[DPSOH��DW�36)�í������OHIW�FROXPQ���
there is convergence in the third-order return map (xn vs. 
xn+3) showing a dominant 3:1 coupling. For walking at  
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 ŸFigure 13.11 Result of DRPmf analysis on walking at preferred speed under different stride frequency condi-
tions from a representative subject. Left column: 20% below preferred stride frequency; right column: 20% above 
preferred stride frequency. (a) DRP time series, where the vertical bold line represents transition from −20% 
to +20% of preferred stride frequency. (b) and (c) Return maps based on these data. (d) Summary statistics of 
frequency and phase couplings (PC). NC = noncouplings.
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PSF + 20%, there is convergence in the second-order 
return map (xn vs. xn+2), identifying a dominant 2:1 cou-
pling at higher stride frequencies.

The next step in the LRC analysis is to establish a 
distribution of frequency couplings and noncouplings 
for each trial, expressed as a percentage of the total 
number of breaths. The frequency coupling that occurs 
PRVW�RIWHQ�LV�GH¿QHG�DV�WKH�GRPLQDQW�FRXSOLQJ�DQG�LV�
an indicator of coupling strength. The second dominant 
coupling and noncouplings are used as measures of 
variability in frequency coupling. Histograms of the 
percentage of occurrence of the different frequency 
FRXSOLQJV�DUH�VKRZQ�LQ�¿JXUH������d for the low (left 
bottom panel) and high (right bottom panel) stride fre-
quency conditions.

7KH�DQDO\VLV�SURFHVV�VR�IDU�TXDQWL¿HV�WKH�YDU\LQJ�IUH-
quency coupling patterns that are observed both within 
and across the sample data sets independent of the phase 
relations that occur. Because phase is often dependent 
on the frequency relation, particularly for half-integer 
couplings, the next step in the LRC analysis is to quantify 
the phase coupling based on the frequency couplings 
LGHQWL¿HG�ZLWKLQ�HDFK�WLPH�VHULHV��7R�DFFRPSOLVK�WKLV��
phase coupling (PC) is assessed by the dispersion of 
points (noncouplings not included) from the line of 
identity in the lowest range of each of the return maps 
(DRPmf between 0 and 360). This analysis represents the 
SKDVH�RI�WKH�KHHO�VWULNH�SUHFHGLQJ�WKH�(,��¿JXUH��������RI�
the corresponding breath cycle. Perfect phase coupling 
(no variability) occurs when all points fall on the line 
of identity. Variability in phase coupling is measured 
in terms of deviations from this line. Therefore, phase 
FRXSOLQJ�LV�TXDQWL¿HG�E\�¿UVW�FDOFXODWLQJ�WKH�(XFOLGLDQ�
distance of each point (dn) from the line of identity and 
then summing the weighted distances (wd):

 wdn =
1–

dn
40cos 45( ) , dn � 40

0, dn > 40

�

�
��

�
�
�

�

�
��

�
�
�

 (13.4)

 PC =
wdnn=1

m�
m

�100%  (13.5)

where m is the total number of points in the lowest range 
of each of the return maps. This measure systematically 
weights points with distances from the line of identity 
that are greater than or equal to 40° by 0, and it weights 
those with distances less than 40° according to their dis-
tance and expresses their sum as a percentage of highest 
possible sum. Perfect phase coupling is shown by PC = 
100%, with variability in the phase coupling increasing 
with further decrements from 100%.

The use of discrete relative phase in conjunction 
with systematic time lags and return maps allows us to 

quantify both frequency and phase coupling in a system 
that is highly variable and where multiple frequency 
couplings are present. These patterns could then be 
assessed in light of changes in a relevant parameter 
such as locomotor speed or frequency to reveal different 
transition dynamics. McDermott and colleagues (2003) 
used the LRC analysis technique (equation 13.3) to 
assess entrainment in the coupling between locomotion 
and respiration. The underlying assumption in much of 
the research on locomotion-respiration coupling is that 
a higher degree of entrainment is associated with more 
HI¿FLHQW�HQHUJ\�XWLOL]DWLRQ�GXULQJ�PRYHPHQW��0F'HU-
mott and colleagues found that entrainment alone is not 
appropriate for studying the highly variable interaction 
between locomotor and breathing rhythms. Results 
showed that greater locomotor experience is not associ-
DWHG�ZLWK�KLJKHU�OHYHOV�RI�HQWUDLQPHQW�EXW�LV�UHÀHFWHG�
in differences in the adaptability to imposed speed or 
movement frequency conditions. This multifrequency 
DRP analysis may also be useful in quantifying coor-
dination in general and with applications to training, 
disease, and aging.

Continuous Relative Phase
Continuous relative phase (CRP) is often considered a 
higher-order measure of the coordination between two 
segments or two joints. This higher order emerges from 
the derivation of CRP from the movement dynamics in 
the phase plane of the two joints or segments. Continuous 
relative phase analysis has been used to identify stability 
and transitions in the dynamics of bimanual coordina-
tion (see Kelso, 1995). Others have used CRP analysis to 
characterize joint or segmental coordination during gait 
(Hamill et al. 1999; Van Emmerik et al. 1999).

Although CRP may seem relatively easy to imple-
ment, several key concepts regarding the method and 
the interpretation must be addressed. In the original 
¿QJHU�FRRUGLQDWLRQ�H[SHULPHQWV��VHH�¿JXUH��������&53�
was used as a higher-resolution form of DRP. In these 
experiments, both the DRP and the CRP essentially 
yielded the same results: they demonstrated the change 
from antiphase coordination to in-phase coordination. 
7KH�¿QJHU�RVFLOODWLRQV�DUH�FKDUDFWHUL]HG�E\�VLQXVRLGDO�
movements, which allows for an interpretation of the 
DRP as representative of the instantaneous phase relation 
of two oscillators at multiple points in a cycle. However, 
this is not the case for oscillations that deviate from sinu-
soidal or even in sine waves whose frequencies are other 
than 0.5/$ Hz (Peters et al. 2003). As CRP expands from 
predominantly sinusoidal signals into nonsinusoidal 
signals and partial oscillations, it is necessary to take 
great care in the calculation of CRP.

7KH�&53�TXDQWL¿HV� WKH� FRRUGLQDWLRQ�EHWZHHQ� WZR�
oscillators based on the difference in their phase plane 
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angles. In gait studies, these oscillators are usually either 
two segments or two joints (i.e., thigh and leg segments 
or hip and knee joints). Note that although we model the 
motion of the segments and joints as a physical oscillator 
in the phase plane, these segments and joints have prop-
erties more complex than these more elementary physi-
cal oscillators. The coordination relationship between 
the oscillators in the human body is often described as 
coupling when we are quantifying the relation between 
the kinematics of two body segments that are linked 
anatomically and mechanically.

Construction of the Phase Plane
7KH�¿UVW� VWHS� LQ� FDOFXODWLQJ�&53� LV� WR� FRQVWUXFW� WKH�
phase planes of the two oscillators under investigation 
�¿JXUH���������7R�UHLWHUDWH��WKH�SKDVH�SODQH�LV�XVXDOO\�FRQ-
structed from the position-velocity (or angular position– 
angular velocity) histories of the segment or joint in 
TXHVWLRQ��¿JXUH��������+RZHYHU�� WKH� UHFRQVWUXFWLRQ�RI�
higher-order information for the assessment of coordina-
tion does not have to be limited to the position-velocity 
phase plane. We could also construct higher-order state 
spaces from velocity-acceleration, moment-angle, or 
moment-moment time series.

When one is constructing the plane using angular 
position and velocity, the angular position is typically 
generated from kinematic data collected via a motion-
capture system. Angular velocity is then calculated with 
an appropriate differentiation method. Great care must 
be taken in the calculation of angular velocity depending 
on whether the angles have been calculated via a 2-D or 
3-D analysis. In a 2-D analysis, angular velocity can be 

calculated by using a central difference approximation 
to determine the time derivative of angular position. 
However, with a 3-D analysis, angular velocity cannot be 
calculated by simply differentiating the angular position 
(see chapter 2 for a detailed explanation for the calcula-
tion of angular velocity in 3-D).

Normalization of State Variables
A particularly important step in the CRP procedure 
involves normalizing the angular position and angular 
YHORFLW\�SUR¿OHV��&' and #'��UHVSHFWLYHO\��LQ�¿JXUH���������
Normalization of the two signals that make up the phase 
plane is necessary to account for the amplitude and 
frequency differences in the signals. Normalization of 
amplitude is necessary because the amplitude of the 
velocity data is usually much greater than the amplitude 
of the position data. Velocity will then have a dispro-
portionate impact on the phase angle. Comparing two 
signals that differ substantially in angular excursions 
will lead to the same problems. When the differences in 
frequencies between the two signals are not taken into 
DFFRXQW��DUWLIDFWV� LQ� WKH�¿QDO�&53�PHDVXUH�DSSHDU� LQ�
the form of a low-frequency oscillation. For a complete 
description of the necessity of normalizing these signals, 
see Peters and colleagues (2003).

Two methods for normalization have been used in the 
literature. In one case, the angular position and angular 
velocity can be normalized to a unit circle using the 
maximum and minimum values (Van Emmerik and 
Wagenaar 1996a). By using this method, however, we 
lose information regarding zero velocity (i.e., the zero 
on the vertical axis of the phase plot does not correspond 
to an actual zero velocity). In the second case (Burgess-
Limerick et al. 1993), the angular velocity parameter is 
DOORZHG�WR�³ÀRDW´�EHORZ�RU�DERYH�HLWKHU�í��RU����RQ�WKH�
vertical axis. The latter method of normalization appears 
to be the most often used in the biomechanics literature. 
For this method, the normalized angular position in the 
UDQJH�IURP�í��WR����LV

 ��i =
2 � �i – min �i( )�� ��
max �i( ) – min �i( )–1

 (13.6)

where &' is the normalized angular position, & is the 
original angular position, and i is a data point in the cycle. 
A similar procedure is done with the angular velocity 
normalization, but this one will keep zero velocity at the 
origin of the phase plane:

 �� i =
� i

max max � i( ), max –� i( )�� ��
 (13.7)

where #' is the normalized angular velocity, # is the 
original angular velocity, and i is a data point in the 
cycle. Keeping the zero velocity at the origin allows the 
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 ŸFigure 13.12 Construction of phase plane for 
continuous relative phase analysis. &' represents 
normalized angular position, #' normalized angular 
velocity, and !(i) the phase angle at frame i.
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researcher to use convergence and divergence in the 
phase plane to assess the energy changes in the system. 
Another way to normalize the phase plane is to divide the 
velocity by the mean oscillation frequency obtained over 
multiple cycles. This method has been used in research 
on the dynamics of interlimb coordination (Sternad et 
al. 1999).

In gait studies in which a number of cycles or strides 
are to be used, the decision on the maximum value 
must be determined. Normalization could be accom-
plished on a cycle-by-cycle basis or it could be done on 
the maximum value over multiple cycles. It has been 
demonstrated that from a qualitative point of view, the 
differences in these procedures are minimal. However, 
normalizing to the maximum value of multiple strides 
will better maintain the true spatial properties among 
cycles (Hamill et al. 2000). An example of normalizing 
to the maximum of a number of gait cycles is shown in 
¿JXUH�������$�SRWHQWLDO�SUREOHP�ZLWK�WKLV�PHWKRG�FDQ�
arise when the maximum value is obtained from an aber-
rant cycle in the data. Careful inspection of the data is 
QHHGHG�WR�DYRLG�VXFK�RXWOLHUV�WKDW�PD\�DUWL¿FLDOO\�FKDQJH�
the maximum value used in the normalization procedure.

Once the normalization procedures have been accom-
plished, the next step is to scale the angular position and 
DQJXODU�YHORFLW\�SUR¿OHV�WR�DQ�HTXLYDOHQW�QXPEHU�RI�GDWD�
points in each of the oscillators. In many cases, this is 
done by scaling the period of the cycle to 100%.

Calculation of the Phase Angle and 
Relative Phase
Finally, the phase plane is constructed by plotting the 
DQJXODU�SRVLWLRQ�YHUVXV�DQJXODU�YHORFLW\��¿JXUHV�������
and 13.13). This phase plane is constructed for each of 
the oscillators. For each of the oscillators, the phase 
angle, !(t), is obtained by calculating the four-quadrant 
arctangent angle relative to the right horizontal at each 
instant in the cycle by

 � i( ) = tan–1 �� i( )
�� i( )

�
��

�
��

 (13.8)

where ! is the phase angle, #' is the normalized angular 
velocity, and &'�LV�WKH�QRUPDOL]HG�DQJXODU�SRVLWLRQ��¿JXUH�
13.12). The CRP angle of the coupling of the two oscilla-
tors (i.e., the two segments or joints) is then calculated as

 CRP i( ) = �A i( ) –�B i( )  (13.9)

where !A(i) is the phase angle of one oscillator and !B(i) is 
the phase angle of the other oscillator at data point i in the 
cycle. Phase angle (!) values can range from 0° to 360° 
at any instant in time throughout the movement cycle (or 
IURP����WR�������DQG����WR�í�����ZLWK�WKH�GLVFRQWLQX-
LW\�EHWZHHQ�TXDGUDQWV���DQG����DV�XVHG�LQ�¿JXUH���������

This polar distribution results in potential discontinuities 
when we calculate the phase difference as is done in the 
CRP. To eliminate these discontinuities one can either 
apply circular statistical methods (Batchelet 1981; Fisher 
1993; also see later sections) or limit the resulting CRP 
to the range 0° to 180°. Phase angle differences greater 
than 180° are then subtracted from 360°. This procedure 
preserves the full distribution of phase angles in the polar 
plot and allows for CRP measures without discontinui-
ties. Simply folding the phase angles into two or even 
RQH�TXDGUDQW�FDQ�VLJQL¿FDQWO\�DIIHFW�WKH�LQWHUSUHWDWLRQ�
of the CRP data (Wheat et al. 2002). Maintaining the 
full polar plot for the assessment of CRP is essential for 
a correct interpretation of this coordination measure.

The CRP angles can be represented as a function 
RI�WKH�SHULRG�RI�WKH�F\FOH��VHH�¿JXUH���������*LYHQ�WKH�
assumption that the motions of the two oscillators are 
relatively sinusoidal (although they may not be) and are 
one-to-one in frequency ratio, information about their 
phasing can be derived. When the CRP angle is 0°, the 
two oscillators are perfectly in-phase. An example of 
in-phase coordination between two oscillators is the 
movement of the two windshield wipers on a car. A CRP  
angle of 180° indicates that the oscillators are perfectly 
antiphase. In the case of the windshield wipers, antiphase 
movement would result when both wipers rotate to the 
center of the windshield at the same time. Any CRP  
angle between 0° and 180° indicates that the oscillators 
are out of phase but could be relatively in-phase (closer to 
0°) or antiphase (closer to 180°). Note that in the example 
of the windshield wipers, both the position and velocity 
are matched. This may not be the case in many of the 
human movement examples discussed before.

It is often tempting to use the CRP angle to discuss 
which oscillator is leading and which is lagging relative 
to the other oscillator. Because the phase angle of one 
oscillator is subtracted from the phase angle of another, 
the lead-lag interpretation is often assumed. However, 
the calculation of CRP described previously does not 
allow for such an interpretation. The lack of a lead-lag 
interpretation results from the fact that CRP is derived 
from two phase angles that in turn are obtained from 
angular position and velocity data. In addition, the 
normalization procedures used to calculate CRP make 
OHDG�ODJ� LQWHUSUHWDWLRQV�GLI¿FXOW��7KHUHIRUH��REWDLQLQJ�
information on lead-lag information should not be the 
primary objective of CRP analysis. Excellent tools such 
as auto-correlation and cross-correlation analysis can 
provide insights into lead and lag aspects. The CRP is 
an assessment of coordination, and the phase plane is a 
higher-order representation of the dynamics. Any differ-
HQFH�LQ�RULHQWDWLRQ�LQ�SKDVH�DQJOHV�UHÀHFWV�FRRUGLQDWLRQ�
in this phase plane. Assessment of lead-lag information, 
a single-dimensional temporal variable, should not be an 
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 ŸFigure 13.13 Procedures involved in continuous relative phase analysis. From left to right, the first column 
represents the original time series of angular position and velocity for the knee and hip joints during walking. The 
second column represents the normalized phase plane for each segment. The phase angle derived from each 
phase plane is depicted in the third column and the continuous relative phase (CRP; the difference between the 
two phase angles) in the fourth column.

objective of CRP analysis and is better performed with 
traditional cross-correlational methods.

Dependent Measures Derived From 
a CRP Analysis
There is little agreement in the literature on the types of 
dependent measures that are derived from a CRP analy-
sis. It should be clear that an analysis of each coupling 
separately must be undertaken. The simplest measures 
to derive are the CRP angles at discrete points in the 
F\FOH��)RU�H[DPSOH��LQ�JDLW��ZH�PD\�GH¿QH�WKH�F\FOH�DV�D�
complete stride (i.e., from an event in one limb to the next 
occurrence of the same event in the same limb). We can 
then use the CRP angle at the initiation of the cycle or at 
any key (possibly functional) point throughout the cycle.

The most common measures derived from CRP data 
are the averages over either a discrete portion of the cycle 
SHULRG�RU�D�ZHOO�GH¿QHG�IXQFWLRQDO�XQLW�RI�WKH�F\FOH��,Q�
WKH�¿UVW�FDVH��WKH�DQJOHV�FRXOG�EH�DYHUDJHG�RYHU�HDFK�����
of the cycle. If we divide the cycle into functional units 
DQG�XVH�WKH�ULJKW�OLPE�DV�DQ�H[DPSOH��WKH�¿UVW�IXQFWLRQDO�

unit may be from right foot contact to maximum knee 
ÀH[LRQ�RI�WKH�ULJKW�OLPE��WKH�VHFRQG�IURP�PD[LPXP�NQHH�
ÀH[LRQ�WR�ULJKW�WRH�RII��DQG�WKH�WKLUG�IURP�ULJKW�WRH�RII�
to right foot contact. Another method of presenting CRP 
angles was introduced by Van Emmerik and Wagenaar 
(1996b). These authors analyzed the distribution of the 
relative phase across the stride cycle through CRP histo-
gram analysis. This method of binning and the formation 
of histograms is explained in more detail later in the 
section on vector coding.

Assessment of Coordination 
Variability Based on CRP Analysis
The CRP time series obtained from equations 13.8 and 
13.9 can be used to obtain a measure of coordination 
variability between two joints or segments. For a proper 
assessment of coordination variability, the following 
two key aspects need to be addressed: (1) Average vari-
ability measures should not be obtained directly from 
CRP time series that vary systematically throughout the 
movement (stride) cycle, and (2) variability measures 
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can only be obtained from data that do not contain dis-
continuities. These two aspects are discussed in more  
detail.

To obtain a measure of variability, we typically cal-
culate the standard deviation with respect to the average 
CRP in the data. However, this procedure can only be 
applied to a cycle in which the CRP maintains a fairly 
constant value throughout the cycle. This is observed in 
WKH�¿QJHU�RVFLOODWLRQ�H[SHULPHQWV�GLVFXVVHG�HDUOLHU��$V�
long as the coordination mode is stable (i.e., antiphase 
throughout the cycle), the standard deviation will present 
a measure of variability of coordination. However, in the 
case of human walking and running, for example, CRP 
ÀXFWXDWHV�V\VWHPDWLFDOO\�WKURXJKRXW�WKH�JDLW�F\FOH��¿JXUH�
13.13). In this case, using the standard deviation around 
the mean CRP will provide spurious data, because the 
VWDQGDUG�GHYLDWLRQ�DOVR�UHÀHFWV�WKH�V\VWHPDWLF�FKDQJHV�
in CRP across the gait cycle.

A better approach is to obtain a coordination vari-
DELOLW\�PHDVXUH� WKDW� UHÀHFWV� WKH� F\FOH�WR�F\FOH� YDUL-
ability. The procedure for this between-cycle variability 
LV�VKRZQ�LQ�¿JXUH��������,Q�¿JXUH������a, the dashed 
lines represent the individual movement cycles and the 
solid line the average cycle. For n trials (each scaled 
to 100% of gait cycle), we obtain the between-cycle 
standard deviation of the CRP across the n trials for 
each percentage point of the gait cycle. The result is a 

new CRP variability time series of the between-cycle 
VWDQGDUG�GHYLDWLRQ��DV�VKRZQ�LQ�¿JXUH������b. Various 
summary dependent measures can then be obtained 
from this new CRP variability time series, including 
an overall average across the time series, variability 
across stance and swing phases, or variability across 
RWKHU�LGHQWL¿HG�IXQFWLRQDO�SKDVHV�RI�WKH�JDLW�F\FOH��7KH�
TXDQWL¿FDWLRQ� RI� WKH� EHWZHHQ�F\FOH� RU� EHWZHHQ�WULDO�
coordination variability based on CRP will only be 
accurate when no discontinuities in the original CRP 
data exist. Procedures to avoid these discontinuities 
were discussed earlier in the assessment of the CRP 
analysis procedures and are addressed in the section 
on vector coding.

Alternative Measures  
of Relative Phase
This section presents some alternative methods for cal-
culating the relative phase between two signals. These 
methods are the relative Fourier phase analysis and the 
Hilbert transform. A key aspect of both of these methods 
is that they are not as sensitive as CRP to oscillations 
LQ�WLPH�VHULHV�WKDW�GHYLDWH�VLJQL¿FDQWO\�IURP�VLQXVRLGDO�
patterns. The Hilbert transform can also deal with non-
stationary signals.
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 ŸFigure 13.14 Coordination variability plots and procedures. (a) Multiple continuous relative phase (CRP) 
cycles superimposed. (b) Between-cycle variability at each percentage point of stride for the entire stride cycle.
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Relative Fourier Phase
The previously noted method for calculating CRP 
involves some restrictions that are particularly impor-
tant when interpretations are made on the basis of CRP 
analysis. First, deviations from sinusoidal oscillations 
in the segmental or joint movement patterns may result 
in spurious oscillations in the CRP. Second, to obtain 
within-trial variability in relative phase to measure coor-
dinative stability, the CRP should be relatively constant 
during a movement cycle. Therefore, only between-trial 
or between–gait cycle variability can be assessed with 
the CRP methods described previously.

With locomotor kinematics, typically one or both of 
these assumptions are violated. Positional signals gener-
ally do not oscillate as perfect sinusoids, and their CRP 
ÀXFWXDWHV�FRQVLGHUDEO\�GXULQJ�D�PRYHPHQW�F\FOH��7KLV�LV�
especially the case when one is assessing coordination of 
joint angular motion in the lower extremity during gait. 
In these cases, when signals deviate substantially from 
a sinusoidal pattern, CRP assessments of changes in 
coordination and variability of coordination may become 
problematic and alternative methods may be required.

If inferences on variability and coordination modes 
are desired under these conditions, an alternative 
approach that depends less critically on these assump-
tions is to use the relative Fourier phase (RFP) method 
introduced by Lamoth and colleagues (2002). RFP 

assumes that multiple harmonics in the original posi-
tional signals contribute to their temporal evolution. 
A particular relevant harmonic is extracted, and the 
relative phase is assessed based on characteristics of 
this harmonic.

7KH� ¿UVW� VWHS� IRU� SHUIRUPLQJ�5)3� LV� WR� GH¿QH� D�
harmonicity index. There are no hard rules for this pro-
FHGXUH��EXW�LW�VKRXOG�UHVXOW�LQ�WKH�GH¿QLWLRQ�RI�D�VFDODU�
WKDW�TXDQWL¿HV�WKH�SRZHU�RI�WKH�YDULRXV�KDUPRQLFV�LQ�WKH�
SRVLWLRQDO�VLJQDOV��/DPRWK�DQG�FROOHDJXHV��������GH¿QHG�
the index of harmonicity (IH) as

 IH = P0
Pii=0

5�
 (13.10)

where Pi is the power spectral density of the (i+1)th har-
monic, and P0�LV�WKH�SRZHU�VSHFWUDO�GHQVLW\�RI�WKH�¿UVW�
harmonic, which oscillates at the signal’s fundamental 
frequency. An IH = 1 means that there are no oscillations 
outside the signal’s fundamental frequency and that the 
rotation is perfectly harmonic.

7KH�QH[W� VWHS� LV� WR� GH¿QH� D�ZLQGRZ�ZLGWK� �L�H��� D�
span of time) over which the frequency content of the 
positional signals will be assessed. The window should 
be much shorter than the total time span of the signals, 
EXW�DJDLQ�WKHUH�DUH�QR�KDUG�UXOHV�IRU�GH¿QLQJ�LWV�ZLGWK��
Previous research has used a window width four times 
the period of the fundamental frequency of the signal 
with the greatest IH (Lamoth et al. 2002).

FROM THE SCIENTIFIC LITERATURE
Miller, R.H., S.A. Meardon, T.R. Derrick, and J.C. Gillette. 2008. Continuous relative phase variability 

during an exhaustive run in runners with a history of iliotibial band syndrome. Journal of Applied Bio-
mechanics 24:262-70.

When dynamical systems techniques are applied to the 
analysis of cyclical human movement, a certain degree 
of variability in coordination is generally indicative of 
a healthy state, whereas a relative lack of variability has 
been associated with an injured or pathological state. In 
addition, the onset of fatigue has been suggested as an 
injury factor in long-distance running. This study com-
pared coordination variability between healthy runners 
with and without a history of iliotibial band syndrome 
(ITBS), a common overuse injury of the knee that often 
recurs. Kinematic data were collected throughout a tread-
mill run to volitional exhaustion. The authors assessed 
lower-extremity coordination using continuous relative 
SKDVH��&53��DQG�TXDQWL¿HG�YDULDELOLW\�DV�WKH�VWDQGDUG�
deviation of CRP between strides. The ITBS runners 
were less variable in coordination patterns during the 
swing phase that included segment motions previously 

associated with ITBS and knee pain. They were also less 
variable in their coordination at heel-strike but were not 
less variable during stance. There was no main effect 
for fatigue and no interaction for fatigue and group. The 
authors concluded that a history of ITBS is associated 
with a relative lack of coordination variability in cou-
plings that would be expected to place strain on the ilio-
WLELDO�EDQG��7KLV�¿QGLQJ�ZDV�UHFRQFLOHG�ZLWK�D�PRGHOLQJ�
analysis from a previous study that found that the ITBS 
group exhibited greater peak strain and strain rate of the 
iliotibial band than did the control group. The authors 
speculated that the similar degrees of variability between 
the ITBS and control groups during stance indicated 
an adaptation made by the ITBS group to recover from 
their injuries. The authors suggested that a prospective 
cohort would demonstrate less variability during stance 
prior to injury.
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With the harmonicity index and the window width 
GH¿QHG�� WKH�5)3� DQJOH� �!rfp ) can be calculated. This 
measure is analogous to the CRP angle (!crp ) from the 
traditional CRP approach. The window begins at the ear-
lier possible time span (with the left edge of the window 
DW�WKH�¿UVW�WLPH�SRLQW���DQG�WKH�SRUWLRQV�RI�ERWK�VLJQDOV�
within this window are transformed into the frequency 
domain. The phase shift of each signal at a common 
frequency is recorded. Lamoth and colleagues (2002) 
GH¿QHG� WKLV� IUHTXHQF\� DV� WKH� IXQGDPHQWDO� IUHTXHQF\�
of the signal with the greatest harmonicity index. This 
process is repeated until the window has spanned the 
entire time series.

The resulting sets of phase shifts are reconstructed in 
WKH�WLPH�GRPDLQ��7KHVH�QHZ�WLPH�VHULHV�DUH�GH¿QHG�DV�
the Fourier phase angles. The !rfp is then calculated at 
each time point as the difference between the two Fourier 
phases (representing each joint or segment).

Because the sinusoidal oscillator assumption has 
not been violated, conclusions can be drawn on a coor-
dination mode between the original positional signals. 
For example, !rfp = 0° indicates in-phase coordination 
between the positional signals, whereas !rfp = 180° indi-
cates antiphase coordination. However, these coordina-
tion modes apply only to oscillations at the fundamental 
frequency.

The Hilbert Transform
The state space is usually constructed from time-delayed 
copies of a signal, or from derivatives of the signal with 
respect to time. However, these are not the only suitable 
methods. For relative phase analysis of two signals, 
one alternative is to construct the phase plane using 
the Hilbert transform (Rosenblum and Kurths 1998). 
The Hilbert transform is an analytic signal processing 
approach that allows for unambiguous assessment of the 
phase difference of two arbitrary, nonstationary signals 
that are also nonsinusoidal.

Consider an arbitrary time-varying signal s(t), and 
GH¿QH� �s t( )  as the Hilbert transform of this signal:

 �s t( ) = 1
�

s t( )
t – �–�

�

� d�  (13.11)

Since this integral is improper when t = ', it is taken 
according to the Cauchy principal value. The relative 
phase between two time-varying signals s1(t) and s2(t) 
is then

 �hrp = �1 –�2 = tan
–1 �s1s2 – s1�s2

s1s2 + �s1�s2

�
��

�
��

 (13.12)

where !hrp�TXDQWL¿HV�WKH�SKDVH�UHODWLRQVKLS�EDVHG�RQ�WKH�
Hilbert transform between the signals.

The Hilbert transform approach can be applied to 
any arbitrary time-varying signal and is not limited to 

sinusoidal oscillators. It thus may be more appropri-
ate for analyzing data such as joint angular excursions 
during gait, which typically do not oscillate sinusoidally. 
Because no derivatives are performed in constructing 
the phase plane, the Hilbert transform approach avoids 
magnifying noise in the original signals and may be more 
appropriate for analyzing noisy or raw data.

Benefits and Limitations of 
Relative Phase Analysis
The relative phase analysis techniques that have been 
presented offer the researcher various tools to assess 
movement coordination in biomechanical systems. Each 
technique presented has distinct advantages and disad-
vantages. The discrete relative phase analysis (DRP) is a 
relatively simple method requiring no further derivation 
or reconstruction of other time series (such as velocity or 
acceleration). A potential drawback of DRP is that this 
is mostly based on one salient event in the time series. 
This is no problem if prior work exists that has clearly 
LGHQWL¿HG�WKLV�SDUWLFXODU�HYHQW�DV�FULWLFDO��+RZHYHU��LQ�
signals with multiple events or in cases in which peaks 
or valleys occur inconsistently during different times in 
the cycle, the DRP may not be the best analysis method. 
Continuous relative phase or vector coding techniques 
may be more appropriate under these conditions.

Continuous relative phase (CRP) allows for a quanti-
¿FDWLRQ�RI�FRRUGLQDWLRQ�DFURVV�DQ�HQWLUH�PRYHPHQW�F\FOH��
such as the stride cycle during walking and running. 
This may provide the researcher with better insights into 
the overall coordination patterns. Another advantage of 
&53�LV�WKDW�LW�UHÀHFWV�WKH�FRRUGLQDWLRQ�G\QDPLFV�LQ�WKH�
phase plane, incorporating both the displacement and 
velocity of the joint or segment. This can provide more 
detailed information regarding changes in coordination 
dynamics. CRP analysis works best on signals that are 
close to sinusoidal. When the signal deviates strongly 
from a sinusoidal pattern, spurious oscillations in CRP 
may occur. Normalization will control for some of these, 
but other techniques such as the Hilbert transform may 
be better when one is working with strongly nonsinu-
soidal signals.

The relative Fourier phase analysis described earlier 
does adequately address the issues raised in coordina-
tion analyses involving nonsinusoidal signals. In this 
regard, relative Fourier phase would be better suited, for 
example, to assess coordination of joint angles during 
gait, because these typically show nonsinusoidal oscil-
lations. However, one of the drawbacks to this method 
is the loss of the additional oscillations in the original 
component time series that results when the analysis is 
limited to the dominant frequency only. By focusing on 
the fundamental frequency in the component time series 
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and using this as the basis for the coordination measure, 
this method bears more similarities to the DRP methods 
described earlier and may not address the full complexity 
of the original signals.

CRP provides higher-order information about coor-
dination by incorporating the dynamics in the position-
velocity phase plane. For more complex signals, CRP 
UHÀHFWV� WKH� GLIIHUHQFHV� LQ� WKH� SKDVH� DQJOHV� WKDW� DUH�
GHULYHG� IURP� WKH� SKDVH� SODQH�� ,W� LV� RIWHQ� GLI¿FXOW� RU�
QRW�SRVVLEOH�WR�UHIHU�&53�¿QGLQJV�WR�WKH�SXUHO\�VSDWLDO�
interpretations of phasing. In rehabilitation procedures in 
clinical practice or during motor learning, the attention 
and focus often may be on improving the spatial rela-
tionships between joints or segments. In those instances, 
vector coding procedures may provide a better means of 
assessing coordination changes.

QUANTIFYING 
COORDINATION: VECTOR 
CODING
The relative motion between the angular time series 
of two joints or segments has been used to distinguish 
normal from disordered gait patterns, symmetrical 
and asymmetrical gait patterns in motor development, 

and changes in coordination in sport as a function of 
expertise (see Wheat and Glazier 2006 for an overview). 
Examples of relative motion plots representing the 
coordination of the thigh versus leg segmental angular 
displacements for walking and running are presented in 
¿JXUH��������$V�PHQWLRQHG�EHIRUH��WKHVH�UHODWLYH�PRWLRQ�
plots are also known as angle-angle diagrams, because 
they usually depict the changes in the angular rotations 
of the joints or segments of the body.

Various techniques have been developed over time 
to quantify the relative motion patterns in angle-angle 
diagrams. This started with the chain encoding method 
developed by Freeman (see Whiting and Zernicke 1982). 
This technique involves the superposition of a grid on 
the relative motion plot that transforms the original data 
into discrete numerical codes (1-7), quantifying the 
directions of change in the relative motion plot. This 
chain encoding technique, however, may lose important 
information in the subtle changes of the relative motion 
patterns. Sparrow and colleagues (1987) addressed this 
limitation by introducing a vector-based coding scheme 
in which the angles between consecutive data points in 
the relative motion plot were calculated. Tepavac and 
Field-Fote (2001) used the coding technique developed by 
Sparrow and colleagues (1987) to quantify the variability 
or similarity in relative motion plots across multiple gait 

 ŸFigure 13.15 Angle-angle diagrams from walking and running gait trials. (a, b) Intralimb hip-knee coordina-
tion for walking and running. (c, d) Interlimb coordination for walking and running.
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cycles. In the following sections we discuss the detailed 
SURFHGXUHV��WKH�TXDQWL¿FDWLRQ�RI�GHSHQGHQW�PHDVXUHV��
DQG�WKH�EHQH¿WV�DQG�OLPLWDWLRQV�RI�YHFWRU�FRGLQJ�DQDO\VLV�

Vector Coding Procedures
This section presents the procedures involved in the 
TXDQWL¿FDWLRQ�RI�UHODWLYH�PRWLRQ�SDWWHUQV�EHWZHHQ�WZR�
joints or segments. To illustrate, we use data from the 
angle-angle diagram of the intralimb thigh-leg angular 
relative motion in the sagittal plane during walking and 
UXQQLQJ��¿JXUH���������7KH�UHODWLYH�PRWLRQ�EHWZHHQ�WKH�
WZR�VHJPHQWV�FDQ�EH�TXDQWL¿HG�ZLWK�WKH�FRXSOLQJ�DQJOH�
((), an angle subtended from a vector adjoining two 
successive time points relative to the right horizontal 
�¿JXUH��������

 � j,i = tan
–1 yj,i+1 – yj,i

x j,i+1 – x j,i

�

�
�

�

�
�  (13.13)

ZKHUH������( ��������i represents consecutive data points 
in a cycle (here expressed as a percent stance), and j 
LGHQWL¿HV�WKH�PXOWLSOH�JDLW�F\FOHV��6LQFH�WKHVH�DQJOHV�DUH�
directional and obtained from polar distributions (0°-
360°), taking the arithmetic mean of a series of angles 
can result in errors in the average value not represent-
ing the true orientation of the vectors. Therefore, mean 
coupling angles (� i ) must be computed using circular 
statistics (Batschelet 1981; Fisher 1993). Within a subject 
and then across the group, � i  is calculated from the mean 
horizontal ( xi ) and vertical ( yi) components across the 
multiple gait cycles ( j) for each percentage (i) of stance:

 xi =
1
n

cos� j ,i( )
j=1

n

�  (13.14)

 yi =
1
n

sin� j,i( )
j=1

n

�  (13.15)

7KH�OHQJWK�RI�WKH�PHDQ�YHFWRU�LV�WKHQ�GH¿QHG�DV

 ri = xi
2 + yi

2( )1/2  (13.16)

DQG�KDV�D�ZHOO�GH¿QHG�DQJOH�YHUVXV�WKH�SRVLWLYH�KRUL]RQ-
tal axis. This angle is referred to as the coupling angle ( 
�VHH�¿JXUHV�������DQG���������7KH�PHDQ�FRXSOLQJ�DQJOH�
DFURVV�WKH�GLIIHUHQW�JDLW�F\FOHV�LV�DJDLQ�GH¿QHG�IRU�HDFK�
percentage (i) of the cycle:

 � i =
arctan yi / xi( ) if xi > 0

180 + arctan yi / xi( ) if xi < 0
�
�
�

��
 (13.17)

The vector coding analysis can provide a measure of 
coordination variability, very similar to the variability 
obtained through DRP or CRP analysis. As in the rela-
tive phase techniques, variability should not be obtained 
across an entire movement (e.g., gait) cycle, because the 
coordination likely changes in most cases. Unless the 
coordination remains constant, variability measures 
directly taken across the gait cycle are not recommended. 
7KH� FRUUHFW�PHWKRG� LV� WR�¿UVW� HVWDEOLVK� WKH� F\FOH�WR�
cycle variation for each point in the (gait) cycle (after 
scaling each trial to 100%) across multiple gait cycles. 
Coordination variability measures can then be obtained 
as averages across the gait cycle of this between-cycle 
variation (a global variability measure), or more locally 
at salient points or intervals across the cycle (such as 
early stance, midstance, or swing).

Further Quantification of the 
Coupling Angle Time Series
Further analysis of the time series of the coupling angle 
is needed to obtain quantitative measures of coordina-
tion across the gait cycle. The average of the coupling 
angle across the cycle could represent the coordination, 
but this will only apply when the coordination does not 
systematically change across the cycle. As can be seen 
IURP�WKH�SDWWHUQ�LQ�¿JXUH��������WKLV�PD\�QRW�EH�WKH�FDVH��
One can obtain averages across different phases of the 
gait cycle or obtain histograms of the distribution of the 
coupling angles.

Another approach is to divide the coupling angles into 
VSHFL¿F�³ELQV´�WKDW�PD\�UHYHDO�GLIIHUHQW�FRRUGLQDWLRQ�
tendencies. This method was developed by Chang and 
colleagues in 2008 in an analysis of forefoot-rearfoot  
coordination. In the current example of thigh-leg 
coordination, four unique coordination patterns can 
EH� LGHQWL¿HG� �VHH�¿JXUH� �������� DQWLSKDVH�� LQ�SKDVH��
thigh segment phase, and leg segment phase. The four E5144/Robertson/fig 13.16/415280/TB/R1
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 ŸFigure 13.16 Derivation of the coupling angle (() 
for vector coding analysis.
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FRRUGLQDWLRQ�SDWWHUQV� HPHUJH� IURP� WKH� FODVVL¿FDWLRQ�
scheme that divides the polar distribution into bins of 
45° each. These four patterns are based on the vertical, 
horizontal, and diagonal (positive and negative) line 
segments. In-phase couples (centered on the 45° and 
225° positive diagonal) rotate in the same direction; an 
H[DPSOH�LV�FRQFXUUHQW�WKLJK�DQG�OHJ�ÀH[LRQ�RU�H[WHQ-
sion. Antiphase couples (centered on the 135° and 315° 
negative diagonal) rotate in opposite directions; this 
RFFXUV�ZKHQ�WKLJK�ÀH[LRQ�LV�FRXQWHUHG�E\�OHJ�H[WHQVLRQ��
Phase couples dominated by a single segment occur 
when the coupling angles parallel the horizontal (( = 

0° or 180°: a thigh phase) or parallel the vertical (( = 
90° or 270°: leg phase).

The coupling angle time series over the entire gait 
cycle (equation 13.17) can also be used to assess the 
degree of similarity between two different angle-angle 
plots. Sparrow and colleagues (1987) developed a pat-
tern similarity method that cross-correlates the coupling 
angle time series of two different relative motion plots. 
This pattern similarity method was later extended by 
Tepavac and Field-Fote (2001) to allow for comparisons 
of similarity of vector coding time series derived from 
multiple angle-angle plots.
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 ŸFigure 13.18 Classification of coordination patterns based on vector coding analysis.
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 ŸFigure 13.17 Procedures involved in vector coding analysis. From left to right, the first column depicts the 
left and right thigh segmental angular rotations. The second column represents the angle-angle plot of these 
segmental rotations, and the third column the time series of the resulting coupling angle (().
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FROM THE SCIENTIFIC LITERATURE
Chang, R., R.E.A. van Emmerik, and J. Hamill. 2008. Quantifying rearfoot-forefoot coordination in human 

walking. Journal of Biomechanics 41:3101-5.

The literature on the mechanics of the foot during gait has 
characterized the stable foot by a decreasing medial longi-
tudinal arch angle that is accompanied by forefoot prona-
tion and concurrent rearfoot supination—in other words, 
antiphase motion. This article presents an implementation 
of the vector coding technique as discussed in the previous 
VHFWLRQV�WR�IDFLOLWDWH�WKH�TXDQWL¿FDWLRQ�DQG�LQWHUSUHWDWLRQ�RI�
forefoot and rearfoot coordination. The following coordi-
native patterns between the rearfoot segment and forefoot 
VHJPHQW�ZHUH� TXDQWL¿HG�� LQ�SKDVH�� DQWLSKDVH�� UHDUIRRW�
phase, and forefoot phase. Nine skin markers were placed 
on the rearfoot and forefoot segments according to a mul-
tisegment foot model. Healthy young subjects performed 
standing calibration and walking trials (1.35 m/s) while a 

three-dimensional motion-capture system acquired their 
kinematics. Rearfoot-forefoot joint angles were derived, 
and the arch angle was inferred from the sagittal plane. 
Changes in coupling angles were categorized into one of the 
four coordination patterns. Arch kinematics were consistent 
with the literature; in stance, the arch angle reached peak 
GRUVLÀH[LRQ�DQG�WKHQ�GHFUHDVHG�UDSLGO\��+RZHYHU��DQWLSKDVH�
coordination was not the predominant pattern during push-
RII��VHH�¿JXUH���������7KH�GDWD�IURP�WKLV�VWXG\�VXJJHVW�WKDW�
the coordinative interactions between the rearfoot and fore-
foot are more complicated than previously described. The 
technique offers a new perspective on coordination of the 
foot during gait and may provide insight into deformations 
of underlying tissues, such as the plantar fascia.

E5144/Robertson/fig 13.19b/415319/TB/R1

b

F
re

qu
en

cy

35
30
25
20
15
10
5
0

Early Mid Late

E5144/Robertson/fig 13.19c/415320/TB/R1

c

F
re

qu
en

cy

35

30
25
20
15
10

5
0

Early Mid Late

E5144/Robertson/fig 13.19a/415456/TB/R1

a

F
re

qu
en

cy

35

30
25
20
15
10

5
0

Early Mid Late

IN
ANTI
RF
FF

 ŸFigure 13.19 Histograms of rearfoot-forefoot coordination derived from vector coding analysis during walking 
for the early, mid and late stance phase. (a) Sagittal plane coordination, (b) frontal plane coordination, and (c) 
transverse plane coordination. IN = in-phase coordination; ANTI = antiphase coordination; RF = dominant rearfoot 
motion; FF =dominant forefoot motion.
Reprinted from Journal of Biomechanics, Vol. 41, R. Chang, R.E.A. van Emmerik, and J. Hamill, “Quantifying rearfoot-forefoot coordination in 
human walking,” pgs. 3101-3105, copyright 2008, with permission of Elsevier.
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Benefits and Limitations of 
Vector Coding
Using vector coding procedures to assess coordina-
tion has advantages: (1) The absence of velocity data 
will make the appearance of additional oscillations in 
WKH� TXDQWL¿FDWLRQ� RI� FRRUGLQDWLRQ� OHVV� OLNHO\� LQ� FDVH�
of time series that are not sinusoidal; (2) the coupling 
angle provides direct information about the movement 
patterns without the need to derive higher-order vari-
ables; and (3) vector coding procedures may have less 
stringent requirements regarding the normalization of 
data. Especially in clinical practice it may be impor-
tant to have coordination measures that are readily 
interpretable in terms of the movement patterns that 
need to be changed. Higher-order variables, such as 
those used in the calculation of CRP, may be harder to 
interpret and implement into clinical practice. However, 
these higher-order variables may be more sensitive in 
detecting and diagnosing the more subtle changes in 
movement patterns in the progression of disease or 
recovery from injury.

OVERVIEW OF 
COORDINATION ANALYSIS 
TECHNIQUES
The implementation of the different coordination and 
variability analysis techniques discussed in this chapter 
GHSHQGV�¿UVW�DQG�IRUHPRVW�RQ�WKH�QDWXUH�RI�WKH�UHVHDUFK�
question but is also to a large degree determined by the 
EHQH¿WV�DQG�OLPLWDWLRQV�LQKHUHQW�LQ�HDFK�WHFKQLTXH��$Q�
overview of the pros and cons of the coordination analy-
ses discussed is presented in Table 13.1. We must take 
several factors into account in deciding what technique 
to use: (1) at what “level” an understanding of coordina-
tion is desired (spatial vs. higher order); (2) the nature 
of the signals, that is, to what degree the time series are 
sinusoidal or deviate from sinusoidal; (3) whether the 
coordination involves 1:1 frequency or multifrequency 
relations; and (4) whether single events in the gait or 
movement cycle or analysis of the entire phase or cycle is 
QHHGHG��$VVHVVLQJ�WKHVH�IDFWRUV�DQG�NQRZLQJ�WKH�EHQH¿WV�
and limitations of each technique will help us choose the 

Table 13.1 Summary of the Benefits and Limitations of the Various Coordination 
Analysis Techniques

Coordination 
analysis technique

Pros Cons

DRP Provides relative simplicity in that no reconstruction 
of higher-dimensional state space is required.

Provides coordination assessment based on single 
event in time series; is unreliable when peaks in 
WLPH�VHULHV�DUH�QRW�ZHOO�GH¿QHG�RU�FKDQJH��WKLV�PD\�
affect variability.

Multifrequency DRP Allows coordination assessment for signals with 
different frequencies.

Entails a more elaborate technique than regular 
DRP, involving construction of return maps.

CRP Allows for coordination assessment across entire 
movement (gait) cycle; includes higher-order 
dynamics based on phase plane; these higher-
order dynamics may be more sensitive in detecting 
performance changes.

Requires normalization to address frequency and 
amplitude differences between signals; is not 
applicable to signals that deviate substantially from 
a sinusoidal pattern; the coordination results are 
GLI¿FXOW�WR�UHÀHFW�EDFN�WR�D�VSDWLDO�MRLQW�VHJPHQW�
motion interpretation only.

Fourier phase Can be applied to nonsinusoidal signals through 
comparison of phase relation of fundamental 
frequency only; is easier to apply than DRP in case 
SHDNV�DUH�QRW�ZHOO�GH¿QHG�

Possibly removes information regarding 
coordination between the two time series; may not 
provide different information compared with DRP. 

Hilbert transform Can be applied to both sinusoidal and nonsinusoidal 
signals; does not require numerical derivatives; 
DYRLGV�WKH�PDJQL¿FDWLRQ�RI�QRLVH�LQ�RULJLQDO�VLJQDOV��

Involves a more elaborate technique that requires 
application of analytical techniques to derive the 
state space.

Vector coding Is applicable to both sinusoidal and nonsinusoidal 
data; has less stringent normalization requirements; 
when applied to angle-angle plots may be easier to 
use in clinical applications and interpretations.

Entails loss of higher-order information compared 
with CRP; may reduce sensitivity.
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most effective coordination analysis technique to study 
a particular research question.

SUMMARY
This chapter presented an overview of the conceptual 
basis of analysis techniques used to assess coordination 
in human movement. The conceptual basis of these 
coordination analysis techniques has its foundation 
in dynamical systems approaches to human move-
ment. The dynamical systems approach has offered 

new insights and tools to assess stability and change 
in movement patterns. The procedures involved in the 
application of different coordination analysis methods 
ZHUH�SUHVHQWHG��DQG�WKH�EHQH¿WV�DQG�OLPLWDWLRQV�RI�WKHVH�
different techniques were discussed. This overview 
shows that a number of powerful and varied techniques 
are available to identify coordination changes in the 
analysis of human movement. Careful consideration 
VKRXOG�EH�JLYHQ�WR�WKH�EHQH¿WV�DQG�OLPLWDWLRQV�RI�HDFK�
coordination analysis method before it is applied to the 
question of interest.
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Chapter 14

Analysis of Biomechanical 
Waveform Data
Kevin J. Deluzio, Andrew J. Harrison, Norma Coffey,  
and Graham E. Caldwell

Several chapters in this text are concerned with 
the measurement and calculation of biomechani-
cal kinematic and kinetic data related to human 

motion. For example, in chapter 2 on 3-D kinematics 
ZH�OHDUQHG�KRZ�WR�PHDVXUH�WKH�MRLQW�DQJOHV�RI�ÀH[LRQ� 
extension, adduction-abduction, and axial rotation. The 
development of new technologies has allowed biomecha-
nists to use more sophisticated methods and construct 
much more complex experiments. As a result, biome-
chanics studies often generate large quantities of data. 
These data may present in the form of times series (e.g., 
kinematic or kinetic parameters with respect to time) or 
coordination structures such as angle-angle diagrams, 
coupling angle curves, continuous relative phase, or 
phase-plane plots, as seen in chapter 13. The common fea-
tures of all these data are that they are high-dimensional 
and can be represented as curves or groups of curves.

Analysis of such data is challenging, and although 
various procedures have been explored, no standard 
technique for analysis of curve data has been established. 
Experimental studies often aim to determine differences 
in such curve data sets between several groups of indi-
viduals, for example, differences between injured and 
control subjects, differences between athletes grouped 
according to skill level, differences between children at 
various developmental levels, or changes in movement 
patterns in response to some form of intervention. The 
goal of the analysis depends on the research question 
that the data were collected to address, but most analyses 
require an initial process of data reduction in which the 
raw data are transformed into a smaller, more useful form 
to be used in downstream analysis techniques such as 
statistical hypothesis testing.

In this chapter we consider the analysis of biome-
chanical data. Advanced methods of detecting patterns in 
multidimensional signals are fairly well established in the 

sciences but are not yet commonly used in biomechan-
ics research. Principal component analysis (PCA) and 
functional data analysis (FDA) are two such approaches. 
In this chapter, we 

 Ź address the particular challenges associated with the 
analysis of waveform or time series data,

 Ź explain how PCA and FDA can be used to detect and 
interpret differences in the shape and amplitude of 
waveform data,

 Ź demonstrate how PCA and FDA output can be used 
to statistically test differences between groups or 
conditions, and 

 Ź compare the differences between PCA and FDA.

BIOMECHANICAL 
WAVEFORM DATA
Most biomechanical data characterizing human move-
ment appear as temporal waveforms or time series 
UHSUHVHQWLQJ� VSHFL¿F� MRLQW�PHDVXUHV� VXFK� DV� DQJOHV��
moments, or forces measured over time. For example, 
WKH�GDWD�LQ�¿JXUH������LOOXVWUDWH�WKH�NQHH�ÀH[LRQ�DQJOH�
measured for one complete gait cycle on 50 subjects with 
knee osteoarthritis and 60 subjects without. These data 
have a few striking characteristics. First, there are a lot of 
data. If we represent each of the 110 waveforms at each 
percentage of the gait cycle (from 0% to 100%), we have 
110 ! 101 = 11,110 data points. For this reason the data 
are often described as multidimensional. Second, there 
is a general shape or underlying pattern to the data that 
the waveforms generally follow. For a given waveform, a 
VSHFL¿F�YDOXH�LV�UHODWHG�WR�QHLJKERULQJ�YDOXHV�LQ�WKH�VDPH�
waveform and also to the values of other waveforms. 
The strength of the relation between waveform values 
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can be described as collinearity and can be referred to 
as the correlation structure in the data. Third, there is 
substantial variability in the data. Part of this variation 
is within each group and is related to differences in 
knee joint motion between subjects (so-called subject-
to-subject variation). Another part of the variation is 
due to the differences in knee joint motion between the 
two groups (so-called between-group variation) and it is 
this variation that we are usually interested in because 
it relates to an objective of biomechanical data analysis: 
to detect and interpret differences in the waveform data 
between the subject groups of interest.

exhibit a particular waveform feature. For example, con-
sider the four different knee adduction moment wave-
IRUPV��PHDVXUHG�GXULQJ�JDLW�DQG�SUHVHQWHG� LQ�¿JXUH�
������VWDUWLQJ�ZLWK�WKH�FODVVLF�GRXEOH�SHDN�DGGXFWLRQ�
moment waveform shape that is commonly reported 
�¿JXUH�����a). The other three waveforms are atypical 
ZDYHIRUPV�ZLWK�QR�GH¿QLWLYH�SHDNV��¿JXUH�����b), no 
GH¿QLWLYH�VHFRQG�SHDN��¿JXUH�����c���DQG�QR�GH¿QLWLYH�
¿UVW�SHDN��¿JXUH�����d). Even though these waveforms 
are atypical, they are present to some degree in vari-
ous populations. In a study evaluating the adduction 
moment in asymptomatic and osteoarthritic subjects, 
Hurwitz and colleagues (2002) acknowledged that 52% 
of the subjects with knee osteoarthritis, compared with 
29% of their asymptomatic counterparts, did not have a 
GH¿QLWLYH�VHFRQG�SHDN��,Q�DQ�HIIRUW�WR�FDSWXUH�LQIRUPD-
tion about the shape of biomechanical waveform data, 
researchers have turned to a variety of techniques that 
retain the temporal information within the data.

These techniques that consider the entire waveform 
are inherently more complex than the selection and 
analysis of discrete waveform parameters because it is 
PRUH�GLI¿FXOW�WR�FRPSDUH�WKH�PDQ\�IHDWXUHV�RI�D�VHW�RI�
waveforms than a set of discrete parameters. Although 
a peak or minimal value in a time series may be evident 
DQG�HDVLO\�TXDQWL¿HG��KRZ�GR�\RX�TXDQWLI\�WZR�FRPSOH[�
waveforms that vary in magnitude and shape? Several 
techniques have been developed to do so, including 
multivariate statistical techniques such as principal 
component analysis, factor analysis, and correspondence 
analysis, as well as other mathematical methods such 
as Fourier analysis, fuzzy analysis, fractal analysis, 
wavelet transforms, and neural networks. A very good 
comparison of these techniques applied to gait analysis 
was presented by Chau (2001a, 2001b). Our objective in 
the present chapter is to describe the use of two of these 
techniques, principal component analysis (PCA) and 
functional data analysis (FDA), in some detail.

We begin with principal component analysis, which 
is an orthogonal decomposition technique, meaning 
that the resulting individual principal components are 
independent of each other. Mathematically, PCA is an 
orthogonal transformation that converts a number of 
correlated variables into a smaller number of uncor-
related, independent variables called principal com-
ponents. PCA is ideally suited to data reduction and 
interpretation and has been used effectively in biome-
chanics research to analyze temporal waveform data in 
several varied applications including gait (Landry et 
al. 2007; Muniz and Nadal 2009), balance (Pinter et al. 
2008), ergonomics (Wrigley et al. 2006), and surface 
electromyography (Hubley-Kozey et al. 2006; Perez and 
Nussbaum 2003; Wooten et al. 1990). Similar solutions 
to the problem of feature selection are often associated 
with slightly different names. The techniques referred 

E5144/Robertson/fig 14.1/415294/TB/R3-alw

80

60

40

20

0

–20

K
ne

e 
fle

xi
on

 a
ng

le
 (

de
g)

Percent gait cycle

20 40 60 80 1000

 ŸFigure 14.1 Knee flexion angle waveform data for 
50 subjects with advanced knee osteoarthritis (OA) 
(green lines) and 60 subjects without OA (black lines).

How do we meet this objective in biomechanical 
studies that generate large amounts of temporal wave-
IRUP�GDWD"�7KH�FKDOOHQJH�LV�LQ�¿QGLQJ�WKH�PRVW�VDOLHQW�
features of the data and retaining the most important 
features while not losing important discriminatory 
information. Traditionally, this has been accomplished 
by extracting discrete parameters from the waveform 
data (e.g., peak or minimal values). Although this results 
in a small set of parameters that can be compared 
across subjects, it comes at the cost of losing much 
of the temporal information in the waveform. Such 
approaches lead to severe reductions in data and much 
important information is discarded, thus rendering 
these approaches unsatisfactory (Donoghue et al. 2008; 
Donà et al. 2009). Also, the fact that different studies use 
GLIIHUHQW�GH¿QLWLRQV��L�H���DYHUDJH�DFURVV�SKDVH��RU�YDOXH�
DW�VSHFL¿F�WHPSRUDO�HYHQW��IRU�GLVFUHWH�SDUDPHWHUV�KDV�
been suggested as a reason for inconsistent conclusions 
in the biomechanics literature (O’Connor and Bottum 
�������)XUWKHUPRUH��WKH�GH¿QLWLRQ�RI�SDUDPHWHUV�FDQ�
EH�GLI¿FXOW�� SDUWLFXODUO\� LQ� WKH� VWXG\�RI�SDWKRORJLFDO�
motion. In some cases, individual subjects may not 
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to as singular value decomposition (SVD) or Karhunen-
Loève (KL) expansion can be considered equivalent to 
PCA (Gerbrands 1981). These solutions are statistically 
driven techniques for pattern recognition that avoid any 
assumptions about the structure of the data or the rela-
tive importance of particular events or portions of the 
signal. We follow the PCA section with a description of 
the related but distinct technique known as functional 
data analysis (FDA).

PRINCIPAL COMPONENT 
ANALYSIS
In chapter 12 we introduced the concept of Fourier 
analysis, in which a time-varying signal is represented 
as a combination of sinusoids at various frequencies 
and phase shifts. There is a direct analogy between 
Fourier analysis and principal component analysis of 
waveform data. In Fourier analysis, the set of underly-
ing sinusoids used to represent the time series waveform 
can be thought of as the basis functions, and a particular 
ZDYHIRUP�LV�DVVRFLDWHG�ZLWK�D�VSHFL¿F�VHW�RI�FRHI¿FLHQWV�
of the basis functions, known in that case as the Fourier 
FRHI¿FLHQWV�� ,Q�ELRPHFKDQLFV� WKHUH�DUH�PDQ\�XVHV� IRU�

Fourier analysis, and waveform sinusoidal features can 
be extracted using Fourier analysis (Chao et al. 1983).

However, time series data can be represented by other 
basis functions too, not just those found with Fourier 
DQDO\VLV��,Q�PDQ\�FDVHV��VLQXVRLGV�DUH�QRW�D�QDWXUDO�¿W�WR�
the raw waveform data, and a better set of basis functions 
may come from the waveform data themselves. When 
applied to time series data, PCA computes and extracts 
a unique set of basis functions from the waveforms based 
on the variation that is present in the waveform data. 
These basis functions are known as principal components 
and are related to the shape of the waveform and, in par-
ticular, to modes of variation within the data. As with 
Fourier analysis, each waveform in the original data set 
LV�DVVRFLDWHG�ZLWK�D�VHW�RI�XQLTXH�VFRUHV��WKH�FRHI¿FLHQWV�
of the basis functions. The three major strengths of PCA 
are that (1) the principal components are independent of 
each other, (2) only a few of the principal components are 
required to adequately represent the original waveform 
data, and (3) the scores can be used in downstream analy-
ses (e.g., as the dependent variables in hypothesis testing, 
discriminant analysis, and cluster analysis) to detect and 
interpret differences in waveform shape between subjects. 
We will see later in the chapter that unique basis functions 
are also the underpinnings of functional data analysis.
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 ŸFigure 14.2 Adduction moment waveform data for four subjects. (a) Typical waveform, (b) waveform with no 
definitive peaks, (c) waveform with no definitive second peak, (d) waveform with no definitive first peak.
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Calculating Principal 
Components
In the case of a set of time series waveform data, we can 
represent the data in matrix form,

 X =

x11 x12 � x1p
x21 x22 � x2p
� � � �
xn1 xn2 � xnp

�

�

�
�
�
�
�

�

�

�
�
�
�
�

 ������

where each row represents a complete time series 
waveform for one subject (n = number of time series 
and rows), and each column represents the values at 
one particular instant of the waveform for all subjects 
(p� �WKH�QXPEHU�RI�WLPH�SRLQWV���7KXV��HDFK�NQHH�ÀH[LRQ�
DQJOH� FXUYH� IURP�¿JXUH������ZRXOG�RFFXS\�D� URZ� LQ�
the matrix, with each column representing a time point 
of the angle waveforms. For these 110 subjects, each 
with waveforms sampled at 101 time points (0%-100% 
gait cycle), n = 110 and p = 101. Principal component 
analysis is performed on the columns of X so that the 
correlated variables in this case are the p time samples 
each observed on n subjects.

We are interested in the variation in these data, in 
terms of both how the waveform changes over time 
and how one subject varies from another. One way of 
expressing the variance structure within the data is the 
covariance1�PDWUL[�RI�WKH�FROXPQV�RI�;��KHUH�VLJQL¿HG�
as S.

 S =

s11 s12 � s1p
s21 s22 � s2p
� � � �
sp1 sp2 � spp

�

�

�
�
�
�
�

�

�

�
�
�
�
�

 ������

The diagonal elements, sii, represent the variance at each 
instant of the waveform, found by calculating the mean 
of the ith column of X and then the average squared 
distance between this mean and all n waveform values 
at that particular time instant:

 sii =
xki – xi( )2

k=1

n

�
n –1  ������

where i is the column and n is the number of rows 
(subjects). The off-diagonal elements, sij, represent the 
covariance between each pair of time instants,

 sij =
xki – xi( ) xkj – x j( )

k=1

n

�
n –1

 ������

where i and j are two of the columns and n is the number 
of rows (subjects). If the covariances are not zero, then 
there is a linear relationship between the two variables. 
The strength of this relationship can be represented by 
WKH�FRUUHODWLRQ�FRHI¿FLHQW

 rij =
sij
sii s jj

� ������

The covariance matrix S contains the variability struc-
ture from the original data, and the off-diagonal elements 
are nonzero in general, meaning that the columns of 
the original data waveforms are correlated. The prin-
cipal components are extracted from this covariance 
matrix S. Recall that the set of principal components 
that we seek are uncorrelated, meaning that they will 
be associated with a covariance matrix that has all the 
off-diagonal elements equal to zero. The transformation 
process from the original data covariance matrix S to 
the principal components covariance matrix D is known 
as diagonalization, or orthogonal decomposition from 
linear algebra, and can be written as

 Ut68� �'� ������

The matrix U can be thought of as an orthogonal trans-
formation matrix that realigns the original data into a 
new coordinate system. The new coordinates are the 
principal components, and they are aligned with the 
directions of variation in the data. The columns of U 
are the eigenvectors of S and are often called principal 
component loading vectors. D is a diagonal covariance 
matrix whose elements, "i, are the eigenvalues of S, and 
each eigenvalue is a measure of the variation associated 
with each principal component. The number of nonzero 
diagonal elements of D is the maximum number of 
principal components. This is equal to the lesser of the 
number of subjects n, or the length of the waveform p, 
which corresponds to the rank r of S. In our example of 
WKH�NQHH�ÀH[LRQ�DQJOH�ZDYHIRUPV��WKH�UDQN�RI�6� ������
so the maximum number of principal components is 101. 
We shall see later that in practice we use only a small 
fraction of the maximum number of principal compo-
QHQWV��7KH�¿QDO�VWHS�LV�WR�XVH�WKH�PDWUL[�8�WR�WUDQVIRUP�
the original data2 into the new uncorrelated principal 
components (Z),

 Z
nxr( )

= X – X�� ��
nxp( )

U
pxr( )

� ������

1Another option is to use the correlation matrix of the columns of X. This is equivalent to the covariance matrix of columns of X after they have 
been scaled to unit variance and zero mean. Such scaling is recommended when the variables are measured in different units.
2The covariance matrix is independent of the mean of X, so the mean is removed from the data to avoid any ambiguity.
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Each column of Z is a principal component, and the 
elements of the column are referred to as principal 
component (PC) scores. After calculation, the principal 
components are ordered according to the amount of 
variance that each explains in the original data, so that 
WKH�¿UVW� H[SODLQV� WKH�PD[LPXP�DPRXQW� RI� YDULDQFH��
the second has maximum variance subject to being 
RUWKRJRQDO�WR�WKH�¿UVW��DQG�VR�RQ��7KH�YDULDQFH�RI�HDFK�
principal component is given by the eigenvalues, "i, 
which are the diagonal elements of matrix D. PCA is 
a variance-preserving transformation so that the total 
variation in the original raw data is captured by the prin-
cipal components. The most commonly used measure 
of the total data variation is the sum of the variances of 
each variable, which is equal to the sum of the diago-
nal elements of S. The sum of the diagonal elements 
of a matrix is known as the trace (tr) of a matrix, so  
that
 tr(S)=tr(D)� ������

In this way we can quantify the portion of the total varia-
tion explained by each principal component,

 Variation Explained by PCi = �i
tr S( ) =

�i
��  ������

,Q� WKH�FDVH�RI� WKH�NQHH�ÀH[LRQ�ZDYHIRUP�GDWD� �¿JXUH�
�������ZH�VHH�WKDW�PRUH�WKDQ�����RI�WKH�YDULDWLRQ�LQ�WKH�
GDWD�LV�FDSWXUHG�E\�WKH�¿UVW���3&V�DQG�DOPRVW�����RI�
WKH�YDULDWLRQ�LV�H[SODLQHG�E\�WKH�¿UVW����7KH�EUHDNGRZQ�
E\�3&�LV�VKRZQ�LQ�WDEOH������

¿JXUH������DUH�VKRZQ�LQ�WKH�VFDWWHUSORWV�RI�¿JXUH�������
(DFK�GDWD�SRLQW�UHSUHVHQWV�D�VSHFL¿F�VXEMHFW��WKH�VXE-
jects with knee OA are shown as open black squares, 
whereas the subjects without OA are shown as open 
green diamonds. Note that group separation in the PC 
scores is more apparent than in the raw waveform data. 
Furthermore, this separation is primarily seen in the 
plot of PC1 versus PC2. Therefore, we can determine 
that PC2 and PC1 are capturing variation related to 
JURXS�GLIIHUHQFHV��ZKHUHDV�3&��DQG�3&��DUH�FDSWXULQJ�
variation that is not related to differences between the 
groups. We can test for these differences objectively by 
performing statistical analysis on the PC score data as 
VKRZQ�LQ�¿JXUH�������,Q�WKLV�H[DPSOH�WKH�DQDO\VLV�ZDV�
restricted to simple t-tests; however, as we describe 
later in this chapter, the PC scores can be used in more 
complex statistical models.

Table 14.1 Variation Explained by Each 
PC of the Flexion Angle Data

PC Variation explained (%)
Cumulative variation 
explained (%)

PC1 61.5 61.5

PC2 19.9 ����

PC3 12.5 93.9

3&� 2.8 96.7

PC5 2.0 98.7

PC Scores
To recap, the transformed variables known as prin-
cipal components are represented by the columns of 
the matrix Z and are just linear combinations of the 
original data. The individual transformed observa-
tions are referred to as PC scores and are represented 
by the individual elements of each column of Z. The 
¿UVW�IRXU�3&�VFRUHV�IRU�WKH�NQHH�ÀH[LRQ�ZDYHIRUPV�RI�
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 ŸFigure 14.3 PC score values for both the sub-
jects with OA (open black squares) and the subjects 
without OA (open green diamonds). (a) PC1 versus 
PC2 scores. The numbers are associated with the 
waveforms for those subjects shown in figure 14.8e. 
(b) PC3 versus PC4 scores.
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PC Loading Vectors
The eigenvectors, or columns of U, are referred to as 
loading vectors. The loading vectors associated with the 
¿UVW�WKUHH�SULQFLSDO�FRPSRQHQWV�RI�WKH�NQHH�ÀH[LRQ�DQJOH�
GDWD�DUH�VKRZQ�LQ�)LJXUH�������7KHVH�DUH�WKH�XQLTXH�VHW�RI�
basis vectors, referred to earlier, that PCA extracts from 
the waveform data. The loading vectors are themselves 
waveforms and are the same length as the original wave-
IRUP�GDWD��7KHUHIRUH��LQ�¿JXUH�������WKH�ORDGLQJ�YHFWRUV�
IRU�WKH�NQHH�ÀH[LRQ�DQJOH�GDWD�DUH�SORWWHG�DV�D�IXQFWLRQ�RI�
the gait cycle. The vertical axis measures the individual 
FRHI¿FLHQWV�RI�HDFK�ORDGLQJ�YHFWRU��,W�LV�WKHVH�FRHI¿FLHQWV�
that are combined with the original waveform data to 
SURGXFH�WKH�3&�VFRUHV��([SOLFLWO\��WKH�¿UVW�3&�VFRUH�IRU�
subject i would be calculated as

 z1i = xi1 – x1( )u11 + xi2 – x2( )u21
+�+ x1p – xp( )up1

 
�������

The PC score, z1i , is just a linear combination of each 
time sample (mean corrected) of that particular subject’s 
ZDYHIRUP�DQG�WKH�3&�ORDGLQJ�YHFWRU�FRHI¿FLHQWV��,I�WKH�
FRHI¿FLHQWV�DUH�FORVH�WR�]HUR�IRU�SDUWLFXODU�WLPH�VDPSOHV��
then these times samples contribute very little to the PC 
score. Therefore, we can examine the shape of the load-
ing vectors to gain insight into the variation that each PC 
FDSWXUHV��,Q�RXU�NQHH�ÀH[LRQ�DQJOH�ZDYHIRUP�H[DPSOH��
the time samples refer to the portion of the gait cycle, 
and the portions of the gait cycle associated with larger 
magnitudes of the loading vector are more important to 

that particular principal component. For example, PC2 
emphasizes the portions of the gait cycle around late 
VWDQFH��a����JDLW�F\FOH��DQG�HDUO\�VZLQJ��a����JDLW�F\FOH��
more than early stance (~15% gait cycle). We address the 
important topic of principal component interpretation in 
D�ODWHU�VHFWLRQ��+RZHYHU��¿UVW�ZH�QHHG�WR�GHWHUPLQH�KRZ�
many principal components we should retain.

Selecting the Number of 
Principal Components to 
Retain
The real strength of PCA lies in the fact that the major-
LW\�RI�WKH�YDULDWLRQ�LV�XVXDOO\�H[SODLQHG�E\�WKH�¿UVW�IHZ�
principal components, and these usually contain the 
most relevant information from the original data. The 
remaining components can often be disregarded with-
out loss of important information. Indeed, we saw that 
only 3 PCs were needed to explain almost 95% of the 
YDULDWLRQ�LQ�WKH�NQHH�ÀH[LRQ�ZDYHIRUP�GDWD��7DEOH��������
How many principal components need be considered in 
a given analysis? There are a variety of stopping rules 
WKDW�DWWHPSW�WR�¿QG�WKH�FXWRII�EHWZHHQ�LQIRUPDWLYH�YDULD-
WLRQ�DQG�QRLVH��7KH�PRVW�VLPSOH�RI�WKHVH�LV�WR�GH¿QH�WKH�
cutoff based on the percentage of variation explained 
by the retained PCs, typically 90% to 95%. The scree 
test is a graphical technique that is based on plotting 
the eigenvalues in order from largest to smallest. The 
graph usually resembles a cliff, and the cutoff point is 
WKH�HOERZ�EHWZHHQ�WKH�ODUJH�DQG�VPDOO�HLJHQYDOXHV��¿JXUH�
�������7KH�ZRUG�scree is a geological term referring to 
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 ŸFigure 14.4 PC score comparisons. The mean 
± SEM for both the subjects with OA (open black 
squares) and the subjects without OA (open green 
diamonds) are shown for each PC. Unpaired Student’s 
t-test with a Holm-Sidak correction for multiple com-
parisons was performed to compare the difference in 
means for each PC. The adjusted p-values are given 
above each comparison.
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 ŸFigure 14.5 The loading vector coefficients are 
shown for the first three principal components ex-
tracted from the knee flexion waveform data.
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the rubble at the bottom of a cliff. A full discussion of 
various techniques for choosing the number of PCs can 
be found in Jackson (1991).

We can also consider the problem of choosing the 
number of principal components in terms of how well 
the retained principal components represent the origi-
nal waveform data. We introduced PCA as a means of 
transforming the original data into a set of PC scores and 
loading vectors, but it is also possible to use the principal 
component scores and the loading vectors to estimate the 
original waveform data.

Estimating the Waveform Data 
From Principal Components
:H�FDQ�UHDUUDQJH�HTXDWLRQ������WR�H[SUHVV�WKH�RULJLQDO�
waveforms in terms of a linear combination of the loading 

vectors, U, and the PC scores, Z. This is done by multiply-
ing both sides by the inverse of matrix U, but because U 
is an orthogonal matrix, the inverse is just the transpose 
of the matrix (indicated by the superscript t) below.

 X = ZUt + X  �������

In this way the data are reconstructed in terms of the 
individual contributions from each loading vector. The 
PC score indicates the level of contribution from each 
of the loading vectors. We can see this explicitly if we 
expand the preceding equation for an individual wave-
form, say waveform i:

 �xi
1�p( )

= zi1
1�1( )

�u1
1�p( )

+ zi2
1�1( )

�u2
1�p( )

+�+ zir
1�1( )

�ur
1�p( )

+ x
1�p( )

� �������

If we use all of the principal components as indicated in 
this equation, then we end up with an exact reproduction 
of the original data. However, it is possible to obtain a 
reasonable estimate of the waveform data using only a 
VXEVHW�RI�WKH�¿UVW�IHZ�3&V��LQ�WKH�VDPH�ZD\�WKDW�WLPH�
series data can be reconstructed with just a few Fourier 
harmonics (see chapter 12). This process is illustrated 
LQ�¿JXUH������IRU�D�VXEMHFW�ZLWKRXW�NQHH�RVWHRDUWKULWLV�
�¿JXUH� ����a) and a subject with knee osteoarthritis 
�¿JXUH�����b). In each case the solid green line is the 
original waveform data, whereas the dotted black line 
LV�DQ�HVWLPDWH�RI�WKRVH�GDWD�XVLQJ�RQO\�WKH�¿UVW�3&��FRP-
SXWHG�XVLQJ�WKH�¿UVW�WHUP�RI�HTXDWLRQ�������

 
�xi
* = zi1

�u1 + x � �������

where 
�xi
*  is the estimate of the individual waveform, 

zi1 is the PC1 score for that particular subject, �u1  is the 
ORDGLQJ�YHFWRU�IRU�WKH�¿UVW�3&��DQG� x  is the average of 
all the waveforms. Estimates for the subject with OA 
and the subject without OA therefore only differ in the 
value for their particular PC1 score zi1. We can see that 
the estimate is better for the subject without OA than it 
is for the subject with OA. However, the estimates for 
both subjects improve with the addition of more PCs and 
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 ŸFigure 14.6 Scree plot. The eigenvalues associ-
ated with each PC are scaled to percentage of varia-
tion explained, and both the percentage of variation 
explained and the cumulative variation explained are 
plotted versus the PCs.
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 ŸFigure 14.7 PC estimation of original waveform data. These plots reveal how an individual waveform can 
be estimated using a subset of PCs for (a) a subject without OA and (b) a subject with OA.



324 ` Research Methods in Biomechanics

are very good for both subjects with three PCs. It can 
be useful to examine the residuals between the estimate 
and the original data, and indeed the sums of squares of 
these differences (SSres) can be used as measure of how 
well the PCs represent the original data.

 SSres = �x – �x*( )� 2
 �������

Interpreting the Principal 
Components
What do the computed principal components tell us about 
our data? The process of relating the principal compo-
nents to the original biomechanical variable is important 
because we are usually interested in interpreting the dif-
ferences in principal component scores that we observe. 
,Q�WKH�FDVH�RI�WKH�ÀH[LRQ�DQJOH�GDWD��WKH�VXEMHFWV�ZLWK�
OA were very different from subjects without OA with 
UHVSHFW�WR�WKH�¿UVW�WZR�SULQFLSDO�FRPSRQHQW��¿JXUHV������
DQG��������%XW�ZKDW�IHDWXUHV�RI�WKH�NQHH�ÀH[LRQ�DQJOH�
curves are associated with these two principal compo-
nents? Therefore, we would like to identify and interpret 
WKH�IHDWXUH�RI�WKH�NQHH�ÀH[LRQ�DQJOH�WKDW�LV�DVVRFLDWHG�
with these principal components.

The PCA method extracts features of variation from the 
original waveform data. These features can be interpreted 
based on the fact that each principal component is asso-
ciated with a particular shape change in the waveforms. 
Interpretation is accomplished by examining the shape of 
the loading vector and individual waveforms correspond-
ing to high and low values of the PC score. It can be help-
ful to examine the loading vectors simultaneously with 
waveforms that represent extreme values of each principal 
FRPSRQHQW��¿JXUH��������7KH�¿UVW�WKUHH�ORDGLQJ�YHFWRUV�
IURP�WKH�NQHH�ÀH[LRQ�DQJOH�GDWD�DUH�VKRZQ�LQ�WKH�WRS�URZ�
RI�¿JXUH�������$�]HUR�OLQH�LV�KHOSIXO�LQ�LGHQWLI\LQJ�ZKHWKHU�
a positive z-score applied to the loading vector will have 
a positive (additive) or negative (subtractive) effect on the 
PHDQ�ZDYHIRUP��)RU�WKH�¿UVW�3&��WKH�ORDGLQJ�YHFWRU�KDV�DOO�
SRVLWLYH�FRHI¿FLHQWV��WKHUHIRUH��WKH�3&��VFRUHV�ZLOO�UHÀHFW�
D�ZHLJKWHG�DYHUDJH�RI�WKH�NQHH�ÀH[LRQ�DQJOH�ZDYHIRUP�
data. PC1 scores will tend to be high if the waveform 
is on average greater than the mean waveform and low 
if the waveform is lower than the mean waveform. This 
effect can be visualized by examining individual subject 
waveforms corresponding to high and low PC scores. One 
option is to select the waveforms corresponding to the 
5th and 95th percentile PC scores (Deluzio and Astephen 
2007). However, the two selected waveforms may also 
differ with respect to PCs other than the one of interest. 
It can be helpful to select the extreme PC scores using the 
VFDWWHUSORWV�RI�WKH�3&�VFRUHV��¿JXUH�������

7KH�PLGGOH�URZ�RI�SORWV�LQ�¿JXUH������FRQWDLQV�LQGLYLG-
ual subject waveforms corresponding to extreme values 

RI�WKH�3&�VFRUHV��)RU�H[DPSOH�WKH�NQHH�ÀH[LRQ�DQJOH�GDWD�
for subjects with high (solid lines) and low (dashed) PC1 
VFRUHV�DUH�VKRZQ�LQ�¿JXUH�����d. Subject waveforms cor-
responding to extreme values of PC2 and PC3 are shown 
LQ�¿JXUH�������e and f. Note that the individual waveforms 
LQ�¿JXUH�����e are numbered so they can be linked to 
WKH�3&�VFRUH�YDOXHV�LQ�¿JXUH�����a. Selecting individual 
waveforms in this way can help us understand the effect 
of changes in PC scores. However, it can be challenging 
to select waveforms that differ only in the PC that we are 
trying to interpret. For example, comparing waveforms 
��DQG���UHYHDOV�GLIIHUHQFHV�LQ�ERWK�3&��DQG�3&���7R�LVR-
late the features of the waveform corresponding to only 
the PC of interest, we can also consider reconstructing 
waveform data using only one PC.

We can create two waveforms 
�xH  and 

�xL , represent-
ing waveforms corresponding to a high and a low value 
of the PC, by adding and subtracting a scalar multiple 
of the loading vector, �ui , to the average waveform, x . 
A convenient scalar multiple is one standard deviation 
(SD) of the corresponding PC scores, SD( �zi ):

 
�xH = x + SD �zi( )� �ui
�xL = x – SD

�zi( )� �ui
� �������

7KHVH�UHFRQVWUXFWLRQV�DUH�VKRZQ�LQ�¿JXUH�������g through 
i��&RPSDULQJ�WKHVH�WZR�ZDYHIRUPV�LQ�¿JXUH�����g reveals 
that differences in PC1 scores are associated with a verti-
FDO�VKLIW�LQ�WKH�NQHH�ÀH[LRQ�ZDYHIRUP�GDWD��7KHUHIRUH��
PC1 can be interpreted as a measure of the overall aver-
age, or the magnitude, of the waveform. It is very often 
the case that the largest source of variation, and hence the 
¿UVW�SULQFLSDO�FRPSRQHQW��LV�DVVRFLDWHG�ZLWK�WKH�RYHUDOO�
average magnitude of the waveform data.

Interpretation of PC2 follows a similar procedure of 
H[DPLQLQJ�WKH�ORDGLQJ�YHFWRU��¿JXUH�����b) and recon-
structed waveforms associated with high and low PC 
VFRUHV��¿JXUH�����h). In this case, the loading vector has 
ERWK�SRVLWLYH�DQG�QHJDWLYH�FRHI¿FLHQWV��DQG�SHDNV�LQ�WKH�
loading vector correspond with peaks in the original wave-
form data. Large PC2 scores are associated with wave-
IRUPV�WKDW�KDYH�KLJK�ÀH[LRQ�DQJOHV�LQ�VZLQJ����������
JDLW�F\FOH��DQG�ORZ�ÀH[LRQ�DQJOHV�DW�ODWH�VWDQFH������JDLW�
cycle) and late swing–early stance (90%-10% gait cycle), 
ZKHUHDV� ORZHU�3&��VFRUHV�DUH�DVVRFLDWHG�ZLWK�D�ÀDWWHU�
SUR¿OH�ZDYHIRUP��7KHUHIRUH��3&��FDQ�EH�LQWHUSUHWHG�DV�
a measure of the overall range of motion throughout the 
gait cycle. Subjects with large PC2 have a large range of 
motion. Recall that the largest difference between the 
subjects with and without OA was with respect to PC2 
�¿JXUH��������,Q�RWKHU�ZRUGV��WKH�VXEMHFWV�ZLWK�2$�KDG�
VLJQL¿FDQWO\�UHGXFHG�UDQJH�RI�PRWLRQ�GXULQJ�JDLW�

The third principal component also has positive and 
QHJDWLYH�FRHI¿FLHQWV��EXW�WKH�SHDNV�GR�QRW�FRLQFLGH�ZLWK�
WKH�SHDNV�RI�WKH�RULJLQDO�ZDYHIRUPV��¿JXUH�����c). The 
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 ŸFigure 14.8 PC Loading vectors and extreme waveforms. a-c: Loading vectors for PC1-PC3. d-f: Individual 
subject waveforms associated with low (black lines) and high (green lines) scores. The numbers on the waveforms 
in figure 14.8e identify the same PC scores shown in figure 14.3a. g-i: Waveform reconstructions based on the 
mean waveform ±1 standard deviation (SD) of the PC scores times the loading vector for each PC. The green 
line represents the high (+1 SD) value of each PC, and the black line represents the low (−1 SD) value of the PC.

two reconstructed waveforms differ from each other in 
WKDW�WKHUH�LV�D�SKDVH�VKLIW�EHWZHHQ�WKHP��¿JXUH�����i). The 
waveform associated with the low PC3 score leads the 
other. These kinds of temporal shifts in waveform data are 
common, and they can be isolated through PCA. Recall 
that there were no differences between the groups with 
UHVSHFW�WR�3&���¿JXUHV������DQG�������DQG�WKDW�WKH�GLIIHU-
ences in PC1 and PC2 exist independent of the effect of 

this phase shift. Testing for differences in the other PCs 
is equivalent to removing the phase shifts in the data.

In summary, the plots of waveform data correspond-
ing to high and low PC scores for a given loading vector 
are essential to the interpretation. Differences between 
the high and low PC score waveforms can be attributed 
to the features captured by the loading vector. Plots 
of these extremes are highly valuable because they  
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characterize the effect of a loading vector in the original 
units and demonstrate the range of observations in the 
sample. Waveform reconstruction using a range of PC 
score values (i.e., ±SD) is the best way to isolate the 
waveform shape changes captured by each PC. Exam-
ining individual waveforms corresponding to extreme 
PC scores can also aid interpretation, but one has to be 
mindful that changes seen in the selected waveforms are 
usually affected by the variance of other PCs.

Hypothesis Testing Using 
Principal Components
In addition to detecting and interpreting differences 
in the shape of waveform data, PCA transforms the 
data from p waveform values to a small number of PC 
scores for each subject. These PC scores can be used 
for hypothesis testing of differences in the waveform 
data. There are three properties of PCA that make it well 
suited to this task:

 Ź The principal components, or features extracted from 
the waveform data, are optimal in the sense that they 
explain a maximal amount of variance in the original 
data. Therefore, differences in the waveform data 
due to different experimental conditions should be 
revealed as features of variation.

 Ź The principal components are orthogonal to each 
other, so that hypothesis testing of the PC scores 
amounts to testing independent features of the data.

 Ź The PC scores tend to be “well behaved” statisti-
cally; that is, they are usually normally distributed. 
Therefore, parametric statistical techniques can be 
applied to perform hypothesis tests.

The starting point for hypothesis testing is a data 
matrix that contains the waveform data from all subjects, 
under all the experimental conditions under investiga-
tion. Consider the case where the researcher is interested 
in determining the effect of two experimental conditions 
on some biomechanical waveform measure. The data can 
be represented as follows:

 

x111 x112 � x11p z111 � z11k
x121 x122 � x12p z121 � z12k
� � � � � � �
x1n1 x1n2 � x1np z1n1 � z1nk
x211 x212 � x21p z211 � z213
x221 x222 � x22p z221 � z223
� � � � � � �

x2m1 x2m2 � x2mp z2m1 � z2mk

�

�
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�
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FROM THE SCIENTIFIC LITERATURE
Smith, A.J., D.G. Lloyd, and D.J. Wood. 2004. Pre-surgery knee joint loading patterns during walking 

predict the presence and severity of anterior knee pain after total knee arthroplasty. Journal of Ortho-
paedic Research 22:260-6.

In the treatment of knee joint arthritis with total knee 
arthroplasty, it has been observed that some patients have 
anterior knee pain even after the surgery. Gait patterns have 
been shown to be predictive of surgical outcome after high 
tibial osteotomy (Prodromos et al. 1985; Wang et al. 1990) 
and of component migration after total knee arthroplasty 
�+LOGLQJ�HW�DO���������6PLWK�DQG�FROOHDJXHV��������K\SRWK-
esized that preoperative gait patterns would be related to 
clinical outcome following total knee arthroplasty. Their 
VWXG\�IRFXVHG�RQ�WKH�VDJLWWDO�SODQH�NQHH�ÀH[LRQ�PRPHQW�
DQG�H[DPLQHG�ZKHWKHU�WKH�SUHRSHUDWLYH�ÀH[LRQ�PRPHQW�
was related to postoperative anterior knee pain.

2QH�RI�WKH�PRVW�LQWHUHVWLQJ�¿QGLQJV�ZDV�UHODWHG�WR�WKH�
SDWWHUQ�RI�WKH�NQHH�ÀH[LRQ�PRPHQW�ZDYHIRUP��7KH�DXWKRUV�
H[WUDFWHG�WKH�¿UVW�IRXU�SULQFLSDO�FRPSRQHQWV��3&V��IURP�
WKH�NQHH�ÀH[LRQ�PRPHQW�ZDYHIRUPV��$�FOXVWHU�DQDO\VLV�
was then performed on the principal component scores 
WR�LGHQWLI\�WKUHH�SDWWHUQV�RI�NQHH�ÀH[LRQ�PRPHQW�ZDYH-
IRUPV��ZKLFK�ZHUH� FODVVL¿HG�DV� HLWKHU�ELSKDVLF��ÀH[RU��

DQG�H[WHQVRU��7ZR�LPSRUWDQW�¿QGLQJV�ZHUH�WKDW�WKH�YDVW�
majority (95%) of the control subjects had the biphasic 
pattern, and that the presurgery pattern was related to 
WKH�SRVWVXUJHU\�SDWWHUQ��7KLV�FRQ¿UPHG�WKDW�DEQRUPDO�
postsurgery gait patterns could be explained in part by 
the presence of these patterns before surgery.

Perhaps more important, these authors related the pre-
RSHUDWLYH�NQHH�ÀH[LRQ�PRPHQW�GDWD� WR� WKH�SUHVHQFH�DQG�
severity of knee pain after total knee arthroplasty. They 
used logistic regression to predict presence of knee pain and 
multiple linear regression to predict severity of knee pain. 
The best predictor in both cases was the PC2 scores. The 
second principal component was interpreted as the magni-
WXGH�RI�WKH�HDUO\�PLGVWDQFH�ÀH[LRQ�PRPHQW��,W�LV�LQWHUHVWLQJ�
to note that the PC2 scores were better predictors than were 
typically chosen waveform parameters such as the peak 
YDOXH�GXULQJ�HDUO\�PLGVWDQFH��7KLV�ZDV�WKH�¿UVW�SURVSHFWLYH�
study to relate presurgery knee loading to the presence and 
severity of knee pain after total knee arthroplasty.
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where x1 and x2 represent the p-dimensional waveform 
data for condition 1 and condition 2, respectively, and 
z1 and z2 represent the k PC scores resulting from 
the PCA. Each PC score of interest (columns on the 
right-hand partition) is then used in Student’s t-tests to 
determine whether there are differences between the 
WZR�JURXSV��)RU�H[DPSOH��LQ�¿JXUH�������ZH�FDQ�VHH�WKDW�
WKHUH�LV�D�VLJQL¿FDQW�GLIIHUHQFH�EHWZHHQ�WKH�2$�DQG�WKH�
control groups in the average joint angle (PC1) and the 
UDQJH�RI�PRWLRQ�LQ�NQHH�ÀH[LRQ�DQJOH��3&����7KH�EDVLF�
approach is the same for more complicated statistical 
analysis, such as repeated-measures analysis of variance 
(Landry et al. 2007) or discriminant analysis (Deluzio 
and Astephen 2007).

FUNCTIONAL DATA 
ANALYSIS
With the PCA approach, data are described in the form 
of waveforms composed of individual time samples. 
In contrast, the key concept in functional data analysis 
(FDA) is that the entire sequence of measurements for 
a movement or condition is viewed as a function or a 
single entity rather than a series of individual data points 
(Ryan et al. 2006). The term functional data analysis 
was introduced by Ramsay and Dalzell (1991), who 
outlined several practical reasons for considering data 
analysis from such a functional perspective. Use of this 
term refers our attention to the intrinsic structure of the 
collected data we seek to analyze.

Biomechanical data are usually obtained over a 
number of discrete time points and assumed to be gener-
ated by some underlying function denoted by yi(t); the 
data points are a series of “snapshots” of that function 
at various points in time. As with PCA, FDA does not 
require that the data be time series in nature; rather, 
FDA can be applied to curves of various forms (e.g., 
phase-plane plots). We can also assume that the data 
should display a certain degree of smoothness, and much 
research has been directed toward the development of 
techniques that condition raw data so that they exhibit 
smooth characteristics (see chapter 12 on signal process-
ing). Associated with smoothness is the assumption that 
adjacent data values are linked by the underlying func-
tion and, therefore, it is unlikely that adjacent values will 
vary greatly. Finally, we also assume that functional data 
sets possess a number of derivatives that are also smooth. 
Ramsay and Silverman (2005) provide a comprehensive 
reference to the main concerns and theoretical develop-
ments in FDA over the last decade.

As with PCA, FDA can incorporate several different 
procedures as a means of achieving the stated goals, 
but the following steps are typically used when FDA is 
applied to the analysis of biomechanical data:

1. Data representation: derivation of smooth functions
2. Registration of data, that is, time normalization or 

landmark registration (optional)
3. Functional principal component analysis
4. Presentation and analysis of results

Here, the procedures involved in these steps are 
described with reference to typical applications in the 
biomechanics literature.

Step 1: Derivation of Smooth 
Functions
Because biomechanical data are typically obtained by 
sampling data points at regular intervals, our functional 
data are usually observed at discrete time points tij, 
where i denotes the ith subject and there are i = 1, . . . , 
N subjects in the sample, and j = 1, . . . , ni, where ni is 
the number of observations in the record for subject i. 
Because the records for different subjects in a sample can 
have different lengths and because measurements can 
be taken at different times for each subject, the index j 
is used to indicate the particular times at which a value 
was measured for a subject. Letting j range from 1 to 
ni indicates that the total number of values measured 
can be different for each of the i subjects in the sample. 
Therefore, if 20 values are measured for subject 1, there 
are 20 distinct time points (t11, t12, . . . , t120) at which a 
value was taken, where t11�GHQRWHV�WKH�¿UVW�WLPH�WKDW�D�
value was measured for subject 1, t12 denotes the second 
time that a value was measured for subject 1, and so on. 
For our purposes, we will assume that ni = n; that is, 
the number of measurements taken for each subject is 
the same. However, it should be noted that this is not a 
requirement of FDA and all results still apply when the 
number of measurements taken for each subject is dif-
ferent. Also note that even though we assume that the 
number of measurements taken for each subject is the 
same, the time points at which those measurements were 
taken can still vary from subject to subject.

Often the collected data will contain a true signal 
mixed with measurement error or noise that can be 
represented mathematically as:

 yij = yi tij( )
Signal
�

+ � ij
Noise
�

 �������

where yij is the raw data for subject i, yi(t) is a smooth 
function to be estimated, and j = 1, . . . , n data points.

Various techniques have been used to attenuate the 
noise in raw data and thereby improve the accuracy of our 
analyzed data, including polynomial smoothing (Miller 
DQG�1HOVRQ��������GLJLWDO�¿OWHULQJ��:LQWHU��������DQG�
more recently spline basis smoothing approaches such 
as the application of general cross-validatory (GCV) 
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splines (Craven and Wahba 1979; Woltring 1986). The 
application of basis function expansions to remove noise 
and smooth biomechanical data is widespread, as these 
algorithms provide effective smoothing and are more 
ÀH[LEOH�WKDQ�SUHYLRXV�PHWKRGV��+RZHYHU��VSOLQH�EDVLV�
functions also provide inherent advantages for analyz-
ing the functional nature of biomechanical data and for 
examining functional changes in data sets.

Smoothing Using Basis Functions
In the earlier description of PCA, we discussed the 
concept of basis functions, an underlying set of math-
ematical functions (e.g., Fourier series) that can be used 
to describe any given waveform. Ramsay and Silverman 
(2005) provide a detailed description of the application 
RI�EDVLV�IXQFWLRQV�LQ�)'$��%ULHÀ\��DVVXPH�ZH�ZLVK�WR�
obtain a mathematical function for a biomechanical 
data curve yi(t). We do not know in advance the nature 
of any particular function, so we need a system that can 
be applied to many types of data. Therefore, we need to 
GH¿QH�D�VHW�RI�EDVLF�PDWKHPDWLFDO�EXLOGLQJ�EORFNV�WKDW�
can be combined to describe the functional nature of our 
data. If we start with a known set of basis functions [#1(t), 
. . . , #K(t)], we can approximate our unknown function 
XVLQJ�D�OLQHDU�FRPELQDWLRQ�RI�D�VXI¿FLHQWO\�ODUJH�QXPEHU�
(K) of these functions. The more basis functions used 
(i.e., the larger the value of K), the closer we get to exact 
interpolation of the data. Fewer basis functions lead to 
smoother estimated data curves, but the residual differ-
ence between the smooth function and the original noisy 
data may increase as the number of basis functions is 
reduced. There are many choices of possible basis func-
tions, including polynomial basis functions, Fourier basis 
functions, B-spline basis functions, and wavelet basis 
functions. The choice of basis function depends on the 
characteristic behavior of the data being analyzed, and 
no single basis is suitable for all data types. Once the 
basis functions have been chosen, the smooth function 
yi(t) can then be expressed as a linear combination of 
those basis functions:

 yi t( ) = cik�k t( )
k=1

K

�  �������

where #k(t) is the kth basis function (evaluated at time 
t) with weight cik and K is the total number of basis 
functions. The entire data sequence for subject i can be 
written in matrix notation as:

 yi = #ci� �������

where ci is a vector of length K containing the basis 
IXQFWLRQ�FRHI¿FLHQWV�IRU�VXEMHFW�i and $ is a matrix with 
n rows and K columns containing the K basis functions 
evaluated at times tij. Then the task of functional data 
VPRRWKLQJ�LV�WR�¿QG�WKH�YHFWRU�RI�FRHI¿FLHQWV�ci. For a 

sample of N individuals we need to estimate N�FRHI¿FLHQW�
vectors ci, i = 1, . . . , N, such that:

 Y = $&� �������

where Y is an n ! N matrix of functional observations 
with each column containing the raw data for a par-
ticular subject, C is a K ! N matrix of basis function 
FRHI¿FLHQWV��DQG�$ is the n ! K basis function matrix.

For ease of presentation, let us assume that we just 
have a single data record for a single subject i with j = 
1, . . . , n data points. If we choose the number of basis 
functions K and minimize the residual sum of squares 
error (SSE), the K�OHQJWK�YHFWRU�RI�FRHI¿FLHQWV�ci can be 
estimated via least squares by minimizing:

 

SSE = yij – yi tij( )�� ��
j=1

n

�
2

= yij – cik�k
k=1

K

� tij( )�
��

�
��j=1

n

�
2

= yi –�ci( )' yi –�ci( )

 

�������

where yi, ci, and $�DUH�DV�GH¿QHG�SUHYLRXVO\��,I�K = n, 
this implies we can choose ci such that yi(tij ) = yij; that 
is, the data are interpolated without any smoothing. If K 
< n, this implies that the data will be smoothed by some 
degree. The choice for optimizing K can be quite com-
SOH[��,W�LV�DOVR�GLI¿FXOW�WR�FRQWURO�WKH�DPRXQW�RI�VPRRWK-
ing since different levels of smoothing are achieved by 
simply adding or removing some basis functions.

Smoothing splines provides an alternative approach 
that allows more control over the smoothing process 
and alleviates the need to choose a value for K. When 
using smoothing splines, we set K = n, which implies 
that the data are interpolated and the resulting function 
estimates will not be very smooth; that is, the estimates 
will be “rough.” Although we no longer need to specify 
K, we need an estimation that represents the raw data 
well but also ensures that the resulting function esti-
mates are smooth. Therefore, we need to control for the 
RYHU¿WWLQJ��RU�URXJKQHVV��LQGXFHG�E\�VHWWLQJ�K = n. This 
can be achieved with a penalty term that penalizes the 
curvature (a measure of the roughness) of the estimated 
function. A standard mathematical method of measuring 
the curvature of a twice-differentiable curve yi(t) is to 
calculate its integrated squared second derivative (Green 
DQG�6LOYHUPDQ��������7KH� LQÀXHQFH�RI� WKH� URXJKQHVV�
penalty term is controlled by a smoothing parameter ", 
HQVXULQJ�WKDW�WKH�¿WWLQJ�RI�D�SDUWLFXODU�FXUYH�LV�GHWHU-
PLQHG�QRW�RQO\�E\�LWV�JRRGQHVV�RI�¿W��OHDVW�VTXDUHV�¿W��
but also by its roughness. Note that the use of " here to 
represent the smoothing parameter should not be con-
fused with the unrelated term "i, which represents the 
eigenvalues in PCA.
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The addition of the roughness penalty term results in 
D�PRGL¿HG�RSWLPL]DWLRQ�FULWHULRQ�DV�JLYHQ�E\

PENSSE = yij – yi tij( )�� ��
j=1

n

�
2

+ � D2� yi t( )dt

= yij – cik�k
k=1

K

� tij( )�
��

�
��j=1

n

�
2

+ � D2� yi t( )dt

= yi –�ci( )' yi –�ci( )+ � D2� yi t( )dt ��������

where PENSSE represents the penalized residual sum 
of squares error, D2yi(t) denotes the second derivative of 
yi(t), and "�LV�WKH�VPRRWKLQJ�SDUDPHWHU��7KH�¿UVW�WHUP�
on the right-hand side (least squares) of the preceding 
HTXDWLRQ� FRQWUROV� ¿W� WR� WKH� GDWD��ZKHUHDV� WKH� VHFRQG�
term (roughness penalty) controls the smoothness of the 
resulting function estimate. The choice of smoothing 
parameter is important because as " increases, more 
HPSKDVLV�LV�SODFHG�RQ�VPRRWKQHVV�DQG�OHVV�RQ�¿W�WR�WKH�
data, whereas as " decreases more emphasis is placed 
RQ�¿W�WR�WKH�GDWD�DQG�OHVV�RQ�VPRRWKQHVV��" = 0 gives 
WKH�OHDVW�VTXDUHV�¿W�

A value for " can be determined by subjective or 
objective means. The aim of the smoothing process is 
to provide curves that are stable and interpretable but 
also faithfully represent the raw data. If we vary the 
smoothing parameter, different features of the data can 
be explored and a subjective choice can be made for ". 
An alternative approach is an objective automatic method 
that allows the smoothing parameter to be chosen by the 
data. Cross-validation and generalized cross-validation 
(Craven and Wahba 1979) are popular approaches for 
choosing an appropriate value for " but have been criti-
FL]HG�IRU�¿QGLQJ�YDOXHV�RI�" that are “too small” or that 
undersmooth the data (Hastie and Tibshirani 1990). The 
generalized maximum likelihood criterion proposed by 
Wahba (1985) partially remedies this problem. In gen-
eral, it is recommended to use automatic methods such 
as cross-validation only as a guideline or starting point 
before making a subjective choice for " (Ramsay and 
6LOYHUPDQ��������)LJXUHV������VKRZ�WKH�HIIHFW�RI�FKDQJ-
ing " on the smoothness of the resulting estimates. In all 
cases, " is very small and changing " by only a minimal 
amount can yield much smoother results.
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 ŸFigure 14.9 Adduction-abduction angle of ankle joint complex during running. (a) Data are smoothed with 
" set to 1 ! 10−9. (b) Data are smoothed with " set to 1 ! 10−6. (c) Data are smoothed with " set to 1 ! 10−4.
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Sometimes the number of observations recorded for 
each record can be very large, such as when motion-
capture equipment provides hundreds or thousands of 
measurements per second. In such cases, setting K = n can 
FDXVH�FRPSXWDWLRQDO�GLI¿FXOWLHV��,W�LV�XVXDOO\�SRVVLEOH�WR�
use a smaller number of basis functions and still use the 
roughness penalty approach to approximate the curves.

Choosing Basis Functions
Basis functions should be chosen to match the features 
of the data being analyzed. For example, if the observed 
waveforms are periodic, a Fourier basis may be appropri-
ate. Alternatively, if the observed functions are locally 
smooth and nonperiodic, B-splines may be appropriate; 
if the observed data are noisy but contain informative 
“spikes” that need to avoid the effect of severe smoothing, 
a wavelet basis may be appropriate. The ultimate choice of 
basis functions should provide the best possible approxi-
mation using a relatively small number of functions K.

B-splines are very useful basis functions for smooth-
ing kinematic data because their structure is designed 
to provide the smooth function with the capacity to 
accommodate changing local behavior. B-splines con-
sist of polynomial pieces joined at certain values of x, 
called knots. Eilers and Marx (1996) outlined the general 
properties of a B-spline basis. Once the knots are known, 
it is relatively easy to compute the B-splines using the 
recursive algorithm of de Boor (1978).

Step 2: Registration of Data
An intermediate optional step often included in FDA 
LV� ODQGPDUN� UHJLVWUDWLRQ�� ,Q�PDQ\� FDVHV�ZH�¿QG� WKDW�
smoothed curves may follow a similar overall pattern 
but the timing or position on the curve of certain impor-
tant features (e.g., global maximum or minimum, zero 
crossings) may differ from one record (i.e., curve) to 
DQRWKHU��/DQGPDUN�UHJLVWUDWLRQ�LGHQWL¿HV�WKH�ORFDWLRQ�RI�
a number of visible features or landmarks and shifts each 

FROM THE SCIENTIFIC LITERATURE
Ryan, W., A.J. Harrison, and K. Hayes. 2006. Functional data analysis in biomechanics: A case study of 

knee joint vertical jump kinematics. Sports Biomechanics 5:121-38.

This study provided a detailed description of the appli-
cation of FDA to lower-limb angular kinematic data on 
children performing the vertical jump. The aim of the 
study was to examine differences in joint kinematics 
with respect to developmental stages that describe the 
progression from immature movement to mature form: 
stage 1, initial; stage 2, elementary; and stage 3, mature. 
Although these stages generally progress as children get 
older, they are not precisely linked to age. Comparisons 
were made between landmark-registered and unregistered 
knee-joint angle data from countermovement vertical 
jumping. Following landmark registration, step 3 of FDA 
was then implemented, which derived the functional 
principal components (FPCs) on the registered data. The 
landmark-registered functional principal components 
localized the timing of the bottom of the crouch. Conse-
TXHQWO\��WKH�¿UVW�)3&�RQ�ODQGPDUN�UHJLVWHUHG�GDWD�PRUH�
accurately represented the extent of the variability in the 
knee-joint angle at the bottom of the crouch irrespective of 
when this event occurred. The second FPC on landmark-
registered data accounted for 16.8% of the total variation 
and had very similar characteristics to the second FPC 
on unregistered data, but it is important to note that the 
plus and minus graphs swapped positions. This occasion-
ally happens in FDA, and it is important to consider the 
shape of the high and low scoring graphs rather than their 
respective signs. Both registered and unregistered second 

)3&V�ZHUH�DVVRFLDWHG�ZLWK�WKH�UDQJH�RI�NQHH�MRLQW�ÀH[LRQ��
The percentage of variation explained by the second FPC 
increased with landmark registration. The third FPC on 
registered data was similar to the third FPC on unregis-
tered data, although the percentage of variation explained 
was slightly higher at 7.9%. Inspection of the third FPC 
graphs indicated that the third FPC described the rate, 
UDQJH��DQG�VPRRWKQHVV�RI�NQHH�MRLQW�ÀH[LRQ�DFWLRQ�GXULQJ�
the countermovement.

The study also demonstrated that functional principal 
component scores could be used to determine group dif-
ferences or trends. Results of the developmental stage 
DQDO\VLV�VKRZHG�WKDW�WKH�UDQJH�RI�VFRUHV�RQ�WKH�¿UVW�)3&�
progressively decreased from developmental stage 1 to 
stage 3. This suggested that the knee-joint actions of stage 
1 subjects were highly variable in relation to the mean 
curve, whereas stage 3 subjects used a knee-joint action 
that was closer to the ensemble mean curve.

Stage analysis of second FPC scores showed no 
FOHDUO\�LGHQWL¿DEOH�WUHQG��+RZHYHU��DQDO\VLV�RI�WKH�WKLUG�
FPC scores showed a very clear stage-wise increase in 
the third FPC score from stage 1 to stage 3. Ryan and 
colleagues (2006) suggested that high scorers on the 
third FPC were likely to use the stretch-shortening cycle 
more effectively in performing the vertical jump, and the 
authors concluded that developmentally mature jumpers 
made more effective use of the stretch-shortening cycle.
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curve accordingly so that these features occur together, 
permitting a more intuitive comparison between records. 
Landmark registration can provide a much more mean-
ingful cross-sectional average for curves that contain 
an obvious feature such as a minimum. The point-wise 
variation may also be reduced considerably. However, 
landmark registration is not always suitable to every 
analysis process because landmarks may be missing 
from certain curves or the timing of landmarks may be 
ambiguous. Therefore, this step is not always included 
in FDA, and the decision whether to register the data 
should be made on a case-by-case basis.

The importance of landmark registration can be illus-
trated when one considers how individual factors pro-
duce slight alterations of curve shape in a series of data. 
Finding an ensemble average of time points in a series of 
curves may eliminate an important source of variability 
if the curves were not properly aligned beforehand. 
Godwin and colleagues (2009) examined moment curves 
during a manual lifting task and registered them accord-
LQJ�WR�WZR�ZHOO�GH¿QHG�LQÀHFWLRQ�SRLQWV�RQ�WKH�JUDSK�
that corresponded to the common events of box pick-up 
and box release. These authors used double registration 
to eliminate temporal variation between subjects so 
that the timing of features on individual curves became 
identical to the timing of features found in a reference 
curve. There are times when landmark registration may 
not be appropriate and can produce unintended effects 
(Clarkson et al. 2005); therefore, landmark registration 
VKRXOG� EH� XVHG� RQO\�ZKHQ� LW� LV� MXVWL¿HG� LQ� UHPRYLQJ�
unwanted temporal or spatial variation.

Step 3: Functional Principal 
Component Analysis
Functional principal component analysis (FPCA) is an 
extension of the classic multivariate technique to the 
functional domain. In this case, eigenfunctions rather 
than eigenvectors are used to represent the principal 
components. A major advantage of FPCA is that it 
produces principal components that are functions 
GH¿QHG�LQ�WKH�VDPH�GRPDLQ�DV�WKH�RULJLQDO�IXQFWLRQDO�
observations and, consequently, the functional princi-
pal components (FPCs) extracted in the analysis have 
D�GH¿QLWH� ELRPHFKDQLFDO� LQWHUSUHWDWLRQ��)LJXUH� ������
shows three FPCs for the leg abduction-adduction (Leg 
ABD) angle during stance phase in running (Coffey et 
al. 2011). The FPCs are presented as functions over the 
time series (i.e., expressed in the same domain as the 
original function), and a multiple of each FPC can be 
added to (or subtracted from) the overall group mean 
curve to demonstrate the exact abduction-adduction 
movement characteristics of subjects that score high 
(or low) on each FPC.

As with the traditional PCA, each FPC will account 
for a certain proportion of variance, and it is necessary 
to determine how many FPCs are required to complete a 
meaningful analysis. This can be achieved by inspection 
RI�WKH�VFUHH�SORW�DV�VKRZQ�LQ�¿JXUH��������7KLV�VKRZV�WKDW�
as the number of FPCs increases, the amount of variance 
accounted will approach 100% and each succeeding 
FPC accounts for progressively less and less variation. 
,Q�¿JXUH������� LW� LV�FOHDU� WKDW�RQO\� WZR�RU� WKUHH�)3&V�
account for more than 95% of the variation in the sample, 
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 ŸFigure 14.10 The functional principal compo-
nents for leg abduction-adduction movement (Coffey 
et al. 2008).
Reprinted from Human Movement Science, Vol. 30(1); N. Coffey 
et al., “Common functional principal component analysis: A new 
DSSURDFK�WR�DQDO\]LQJ�KXPDQ�PRYHPHQW�GDWD�´�SJV�������������
Copyright 2011, with permission of Elsevier.
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 ŸFigure 14.11 Scree plot of FPCs. In this example 
it is clear that the first 3 FPCs account for more than 
95% of the variation in the sample.
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and on this basis there is little point in considering more 
than three FPCs for this data set.

Calculating Functional Principal 
Components
Functional principal components analysis results in 
eigenfunctions, and therefore the rth FPC, denoted 
as %r(t), is now represented as a function describing 
a particular pattern of behavior over the whole time 
interval. Let

 y t( ) = yi
i=1

N

� t( )  �������

denote the mean of the functional data set and

 v s,t( ) = N –1 yi s( ) – y s( )�� ��
i=1

N

� yi t( ) – y t( )�� ��  �������

denote the covariance function of the functional data 
set, where s and t are time points. Calculating the FPCs 
involves the orthogonal decomposition of the covariance 
function (rather than covariance matrix as in multivariate 
PCA) to determine the dominant modes of variation in 
the data. Each FPC is estimated by solving

 v s,t( )� �r t( )dt = �r�r s( ) � �������

where &r is an appropriate eigenvalue. The proportion of 
variation accounted for by the rth FPC is

 
�r

�r�  �������

For further analysis, each subject can be weighted by 
each of the FPCs extracted, resulting in scalars referred 
to as FPC scores. That is, for each subject, one FPC score 
is calculated for each FPC extracted. The score on the 
rth FPC for the ith subject is calculated as

 fir = �r� t( ) yi t( ) – y t( )�� ��dt � �������

These FPC scores can then be used in further statistical 
analysis to ascertain group trends.

Smoothing of Functional Principal 
Components
Step 1 of the FDA process emphasized the assumption 
that our raw data may contain noise derived from mea-
surement, but we always assume that the raw data rep-
resent some underlying smooth function. In functional 
principal component analysis, we can extract the FPCs 
from the data after they have been smoothed with the 
smoothing parameter " as earlier described. However, 
this does not guarantee that the resulting FPCs will be 
smooth. An alternative approach is to work with the 
raw data and ensure smoothness of the resulting FPCs 

by incorporating smoothing into the extraction of the 
)3&V��)LJXUH�������VKRZV�WKH�HIIHFW�RI�GHULYLQJ�)3&V�
on raw functional data and specifying various levels of 
the smoothing parameter for the FPCs.

When B-splines are used, it doesn’t usually make 
much difference whether smoothing is applied to the 
raw data or the FPCs. If the raw data contain a lot of 
measurement error or noise, then this may be an impor-
tant consideration. The general philosophy in functional 
GDWD�DQDO\VLV�LV�WR�OHDYH�WKH�VPRRWKLQJ�VWHS�XQWLO�WKH�¿QDO�
output of the analysis has been computed. For example, if 
you are interested in the actual subject and group mean 
curves, it may be best to smooth the raw data. If your 
ultimate interest is the FPCs, then it is normal to smooth 
the extracted FPCs.

Step 4: Presentation  
and Analysis of Results
After we complete functional principal component 
analysis, the next step is to present the results in ways 
that allow insightful interpretation. Ramsay and Silver-
man (2005) recommend the use of graphs presenting 
the ensemble mean curve of the original yi(t) data, 
designated y t( ) , and the functions obtained by adding 
and subtracting a suitable multiple of each FPC func-
tion, for example, y t( )± c � �1 t( ) ��)LJXUH�������VKRZV�
WKLV�IRUP�RI�SUHVHQWDWLRQ�IRU�WKH�¿UVW�WKUHH�)3&V�RQ�WKH�
leg abduction-adduction angle data sets of Coffey and 
colleagues (2011). The interpretations of these graphs 
DUH�UHODWLYHO\�VLPSOH��)LJXUH������a�VKRZV�WKH�¿UVW�WKUHH�
FPCs plotted with respect to percentage of stance. Figure 
�����b�VKRZV�WKDW�KLJK�VFRUHUV�LQ�WKH�¿UVW�IXQFWLRQDO�SULQ-
cipal component (FPC1), illustrated by the plus (+) signs, 
are characterized by a leg abduction-adduction angle 
that is lower than the mean function throughout stance. 
&RQYHUVHO\��ORZ�VFRUHUV�LOOXVWUDWHG�E\�WKH�PLQXV��í��VLJQV�
are characterised by a leg abduction-adduction angle 
that is higher than the ensemble mean angle throughout 
VWDQFH��)LJXUH������c shows the effect of FPC2 relative 
to the ensemble mean function, with high positive scor-
ers tending to display smaller leg ABD angles at heel 
strike and high negative scorers tending to display leg 
ABD angles that are greater than average at heel-strike. 
Therefore FPC2 describes the precise leg abduction-
adduction movements associated with heel strike. Figure 
�����d shows FPC3 for the same data set, and it is clear 
that high positive scorers tend to display increased leg 
abduction-adduction range of motion and negative scor-
ers tend to display decreased leg abduction-adduction 
range of motion. Therefore FPC3 is representative of 
leg abduction-adduction range of motion throughout 
the stance phase.
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y HIP t( ), y KNEE t( )

Analyzing Functional Principal 
Component Scores
It is often helpful, in addition to presenting the FPCs 
relative to the ensemble mean function, to present an 
analysis of the FPC scores to allow group or treatment 
comparisons. Donoghue and colleagues (2008) showed 
that FPC scores could be subjected to group analysis 
using analysis of variance (ANOVA) techniques and that 
effect size statistics could be applied to the FPC scores. 
)LJXUH� ������ VKRZV� WKH� DQDO\VLV� RI� WKH�¿UVW� SULQFLSDO�
FRPSRQHQW�)3&��RQ�DQNOH�GRUVLÀH[LRQ�GXULQJ� VWDQFH�
phase in running and the accompanying group analysis 
of FPC1 scores on subjects with Achilles tendonitis who 
were wearing customized orthotics, the same subjects 
without orthotics, and the uninjured limbs from the same 
subjects (control). The ANOVA on FPC1 scores showed 
D�VLJQL¿FDQW�GLIIHUHQFH�ZLWK�D�ODUJH�HIIHFW�VL]H�EHWZHHQ�
subjects without orthotics and the control condition.

In other studies, Godwin and colleagues (2009) 
GHVFULEHG� WKH� XVH� RI� D�PRGL¿HG� IXQFWLRQDO�$129$�
technique that could be applied to FPC scores, and Epi-

fanio and colleagues (2008) showed that FPCA could be 
used to differentiate between normal and pathological 
patterns in a sit-to-stand movement. A further advantage 
of FPCA is that the results of this approach provide 
outcomes that relate directly to the behavior of subjects. 
7KLV�LV�LOOXVWUDWHG�LQ�¿JXUH��������ZKLFK�VKRZV�WKDW�WKH�
functional movement pattern of a high scorer (subject 
17) mimics the pattern of movement predicted by the 
high scoring FPC, which is depicted by the + line in the 
graph. Similarly, the lowest scoring subject on this FPC 
(subject 28) has an adduction-abduction angle function 
that mimics that low scoring pattern on this FPC.

Analyzing Coordination Using 
Bivariate Functional Principal 
Components
A key area in biomechanics and motor control is the 
analysis of coordination. Analysis of coordination pat-
terns requires an examination of curves that capture two 
or more parameters simultaneously. Therefore, analysis 
of coordination requires the simultaneous analysis of 
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 ŸFigure 14.12 The effect of smoothing on FPCs using various values for ".
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 ŸFigure 14.13 Visualizing functional principal components (FPCs). In a, the first three FPCs are shown for 
leg abduction-adduction angle during stance phase in running. The effect of high (+) or low (-) scores for each 
of the three FPCs is shown in panels b, FPC 1; c, FPC2, and d, FPC 3. See text for details on interpretation.
Reprinted from Human Movement Science, Vol. 30(1); N. Coffey et al., “Common functional principal component analysis: A new approach to 
DQDO\]LQJ�KXPDQ�PRYHPHQW�GDWD�´�SJV�������������&RS\ULJKW�������ZLWK�SHUPLVVLRQ�RI�(OVHYLHU�
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 ŸFigure 14.14 Functional principal component for ankle dorsiflexion on stance phase in running and analysis 
of FPC scores for injured subjects wearing orthotics, AT(O); injured subjects without orthotics, AT(NO); and the 
uninjured limb (control).
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 ŸFigure 14.15 (a) The mean abduction-adduction angle function plus or minus the first FPC on abduction-
adduction angle. (b) The mean abduction-adduction angle function and abduction-adduction angle functions of 
the subjects with the highest positive score (subject 17) and lowest negative score (subject 28) on FPC1. The 
similarity of subject 17’s abduction-adduction angle function to the mean + FPC1 and the similarity of subject 
28’s abduction-adduction angle function to the mean − FPC1 is obvious.

more than one function. The procedures of FPCA can be 
extended from a single variable to multiple variables. In 
an extension of the work by Ryan and colleagues (2006), 
Harrison and colleagues (2007) illustrated that bivariate 
FPCA could be used to analyze coordination using hip-
knee angle-angle patterns in the vertical jump. Although 
standard FPCA extracts FPCs from a single variable 
[%r(t)], in bivariate FPCA each component consists of a 
vector of FPCs such that %r(t) = [%r

HIP(t), %r
KNEE(t)], where 

HIP and KNEE represent the hip and knee angle data 
sets during the jump. We can extract these bivariate 

FPCs using FDA methods. To interpret the bivari-
ate FPCs, we plot the mean functions across the time 
domain, point by point [ y HIP t( ), y KNEE t( ) ]. Combining 
the data points at each time point forms the ensemble 
mean hip-knee graph. At each point on the curve, we 
construct an arrow representing the FPC for each angle, 
[ y HIP t( )+ c � �rHIP t( ), y KNEE t( )+ c � �rKNEE t( ) ], where 
%r

HIP is the FPC of the hip and c is a weighting factor 
chosen to allow effective display of the FPC. Figure 
������VKRZV�WKH�FRRUGLQDWLRQ�DQDO\VLV�RQ�YHUWLFDO�MXPS�
using bivariate FPCA.
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 ŸFigure 14.16 Functional principal component analysis of the first bivariate functional principal component 
for hip–knee joint coordination during vertical jumping (Harrison et al. 2007). (b) The mean hip-knee angle-angle 
plot with bivariate functional principal component scores at each time point represented as vector arrows. Hip 
and knee functional principal component (FPC) plots are presented in (a) and (d) and placed adjacent to the hip 
and knee axes, respectively. (c) The distribution of bivariate functional principal component scores with respect 
to developmental stage.
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Additional Resources for Functional 
Data Analysis
In their text, Ramsay and Silverman (2005) considered 
several case studies illustrating how FDA ideas work 
in practice in a diverse range of subject areas including 
biomechanics. Further illustration of FDA with practi-
cal examples can be found on the FDA website: www 
.psych.mcgill.ca/misc/fda. Additional resources for 
implementing FDA procedures in MATLAB and the 
freeware statistics application R are available. Ramsay 
and colleagues (2009) have produced a useful text on 
the implementation of FDA techniques with both R and 
Matlab, and Clarkson and colleagues (2005) demonstrate 
how these techniques can be implemented in S+.

COMPARISON OF PCA 
AND FDA
Both principal component analysis of waveform data 
and functional data analysis have the same objective 
of extracting features from waveform data that reveal 
how the waveforms, or curves, differ from each other. 
Whereas PCA is essentially a data reduction technique 
that follows some initial treatment of the data (e.g., 
VPRRWKLQJ�� ¿OWHULQJ�� DYHUDJLQJ�� UHJLVWUDWLRQ� RU� WLPH�
normalizing), FDA is essentially a collection of statistical 
techniques that encompass the estimation and analysis of 
waveform data as well as the data reduction of principal 
component analysis.

The key difference between PCA and FDA is the 
data representation before the calculation of principal 
components. The input data for PCA are either actual 
observations or interpolated observations, where the 
number of observations is consistent for each subject. 
In the FDA approach, each waveform is represented 
E\� D� IXQFWLRQ�� WKDW� LV�� D� VSHFL¿F� VHW� RI� EDVLV� IXQFWLRQ�
FRHI¿FLHQWV��7KLV�EDVLF�GLIIHUHQFH�OHDGV�WR�IHDWXUHV�RI�
data collection and analysis unique to each method. In 
PCA, all input data waveforms must have exactly the 

same number of data points (same number of matrix 
columns), with each data column synchronized in time; 
this is most easily accomplished through synchronized 
data collection. In FDA, each waveform is represented 
by a function; therefore, measurements can be taken at 
different time points and the number of points in each 
waveform can vary.

Another important difference is that FDA incorpo-
rates data-processing steps such as smoothing and curve 
registration, whereas these would have to be done as 
preliminary analyses prior to PCA. The smoothness of 
the functions generated by the FDA means that the con-
sideration of time derivatives, continuous phase-plane 
plots, or bivariate functions can easily be incorporated 
ZLWKLQ�WKH�SURFHVV��$OWKRXJK�)'$�SURYLGHV�D�PRUH�ÀH[-
ible analysis, it is less accessible to many users because it 
requires some level of programming skill using Matlab, 
S-Plus, or R. By contrast, PCA can be carried out with 
widely available statistical software applications such 
as SPSS or Minitab.

SUMMARY
Biomechanical data sets are generally high-dimensional. 
Analysis of these data in ways that allow effective 
interpretation without severe loss of data is challenging. 
Here we have presented two related methods, PCA and 
FDA, which both provide data reduction while retaining 
important information from the entire data waveform 
or time series. Both PCA and FDA are particularly well 
suited to the demands of analyzing high-dimensional 
biomechanical data. An important feature is their abil-
ity to distinguish between groups of subjects based on 
differences in shape or pattern of the waveform data. 
The application of standard statistical procedures to the 
resulting PCA or FPCA scores provides an objective 
way to test for differences in these patterns. We have 
shown how the results of the analysis can be presented 
in ways to allow insightful interpretation of the principal 
components in terms of the characteristic patterns in 
biomechanics.
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Appendix A

International System  
of Units (Système  
International, SI)
SOME RULES FOR 
REPORTING SI UNITS

 Ŷ Do not use a period after the abbreviated versions 

of metric units unless the unit appears at the end of a 

sentence. For example, 35.6 N (short for newtons), 3.00 

kg (short for kilograms), or 0.500 s (short for seconds) 

are correct forms; but 40.0 m., 20.5 kPa., or 20.5 sec. 

are incorrect forms.

 Ŷ A centered dot (·) is used to separate abbreviated 

SI units involving combined quantities, such as N·s for 

newton seconds or kg·m
2

 for kilogram meters squared. 

However, a decimal point (.) is also acceptable and is 

usually much easier to use.

 Ŷ Do not capitalize a unit derived from a proper name 

when spelling out the unit even though the unit’s abbre-

viation is a capital letter. Examples of such units include 

the watt (W), the newton (N), the hertz (Hz), the pascal 

(Pa), and the joule (J).

 Ŷ Use a slash (/) to indicate an arithmetic division 

of units, such as m/s for meters per second or N/m
2

 for 

newtons per square meter.

 Ŷ Do not mix abbreviations and unabbreviated forms 

in an expression. For instance, the following are incor-

rect forms: newtons per m, kg.meters, N.seconds, and 

watts/kg.

 Ŷ 7KH�SUH¿[HV�KHFWR��GHFD��GHFL��DQG�FHQWL�VKRXOG�EH�
avoided, except for the measurements of area, volume, 

and length, such as hectare, deciliter, and centimeter.

 Ŷ :KHQ�SURQRXQFLQJ�PHWULF�XQLWV�WKDW�KDYH�D�SUH¿[��
DOZD\V�SODFH�WKH�DFFHQW�RQ�WKH�FRPSOHWH�SUH¿[��WKDW�LV��
kilo'-meter versus ki-lo'-meter or kilo-meter'.

 Ŷ Always type a space between the numeric part and 

the number except for °C, ° (angle), and %. Examples: 

76.4 W, 20.4°C, 13.45%, 678 N·m, and 45.2°.

 Ŷ When writing out numbers with more than four 

digits on either side of the decimal point, use a space 

instead of a comma to separate digits into groups of three 

as, for example, 23 400 m or 0.002 63 m. This is because 

the comma is used in many countries as a decimal point. 

It is permissible to omit the blank in four-digit numbers, 

such as 1002, 9980, and 0.1234.
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Quantity* Name Symbol Formula

KiNematic domaiN

Length (l, r, s, x, y, z) meter m

Area (A) square meter m
2

hectare ha hm
2

 =10 000 m
2

Volume (V) cubic meter m
3

liter L 1 dm
3

Linear velocity, speed (v) meter per second m/s

Linear acceleration (a) meter per second squared m/s
2

Linear jerk (j) meter per second cubed m/s
3

Plane angle (!, ", #, $, %) radian rad m/m = 1

degree deg, º &/180 rad

minute ' 1/60º

second " 1/360º

revolution r 2& rad, 360º

Angular velocity (') radian per second rad/s

Angular acceleration (#) radian per second squared rad/s
2

Solid angle (() steradian sr

iNertiaL property domaiN

mass (m) kilogram kg

metric ton or tonne t 1 Mg = 1000 kg

Moment of inertia (I, J) kilogram meter squared kg·m
2

Density ()) kilogram per cubic meter kg/m
3

Viscosity (*) pascal second Pa·s

time (temporaL) domaiN

time (t) second s

minute min 60 s

hour h 3600 s

day d 86 400 s

year a 31.536 Ms

Frequency (f) hertz Hz 1/s

KiNetic domaiN

Force (F) newton N kg·m/s
2

Moment of force (M), torque (t) newton meter N·m

Pressure (P) pascal Pa N/m
2

millibar mbar 1 mbar = 100 Pa

Stress (+ or ,) pascal Pa N/m
2

Energy (E), work (W) joule J kg·m
2

/s
2

Power (P) watt W J/s

Linear impulse newton second N·s or kg·m/s
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KiNetic domaiN

Linear momentum (p) kilogram meter per second kg·m/s or N·s

Angular impulse newton meter second N·m·s or kg·m
2

/s

Angular momentum (L) kilogram meter squared per second kg·m
2

/s or N·m·s

eLectricaL domaiN

 current (I) ampere a W/A

Voltage (V) volt V s·A

Charge (Q) coulomb C J/s

Power (P) watt W

Resistance (R), impedance (Z) ohm ( V/A

Capacitance (C) farad F C/V

0DJQHWLF�ÀX[�(-) weber Wb V·s

0DJQHWLF�ÀX[�GHQVLW\�(B) tesla T Wb/m
2

Inductance (L) henry H Wb/A

Conductance (G) siemens S A/V

Electric energy (E) joule J W·s

temperature domaiN

temperature (t) kelvin K

degree Celsius °C

chemicaL domaiN

amount of substance (n) mole mol

Concentration (c) mole per cubic meter mol/m
3

Light domaiN

Luminous intensity (I) candela cd

/XPLQRXV�ÀX[�(-) lumen lm cd·sr

Illuminance (E) lux lx lm/m
2

Radiant intensity (I) watt per steradian W/sr

Radiance (L) watt square meter per steradian W·m
2

/sr

*Base units are in bold.
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SI Prefixes
multiplication factor 3UH¿[ Symbol

1 000 000 000 000 000 000 000 000 = 10
24

yotta Y

1 000 000 000 000 000 000 000 = 10
21 

zetta Z

1 000 000 000 000 000 000 = 10
18

exa E

1 000 000 000 000 000 = 10
15

peta P

1 000 000 000 000 = 10
12

tera T

1 000 000 000 = 10
9

giga G

1 000 000 = 10
6

mega M

1000 = 10
3

kilo k

100 = 10
2

hecto* H

10 = 10
1

deca* or deka* da

0.1 = 10
–1

deci* d

0.01 = 10
–2

centi* c

0.001 = 10
–3

milli m

0.000 001 = 10
–6

micro .

0.000 000 001 = 10
–9

nano n

0.000 000 000 001 = 10
–12

pico p

0.000 000 000 000 001 = 10
–15

femto f

0.000 000 000 000 000 001 = 10
–18

atto a

0.000 000 000 000 000 000 001 = 10
–21

zepto z

0.000 000 000 000 000 000 000 001 = 10
–24

yocto y


7KHVH�SUH¿[HV�QRUPDOO\�DUH�QRW�XVHG�H[FHSW�IRU�VSHFLDO�TXDQWLWLHV��VXFK�DV�WKH�KHFWDUH��WKH�FHQWLPHWHU��DQG�WKH�GHFLEHO�



343

Appendix B

Selected Factors  
for Converting Between 
Units of Measure
Unit Conversion factor

AreA

1 acre = 0.405 ha

1 square inch = 645.16 mm2

energy, work

1 calorie = 4.1868 J

1 Calorie (dietetic-1 kcal) = 4.1855 kJ

1 erg = 0.1 !J

1 foot pound-force = 1.356 J

ForCe, weight

1 dyne = 10 !N

1 kilopond (kg force) = 9.806 65 N

1 pound-force = 4.448 N

Length

1 foot = 30.48 cm = 0.3048 m

1 inch = 2.54 cm

1 yard = 0.9144 m

1 mile = 1.609 344 km

MAss

1 ounce (avoirdupois) = 28.35 g

1 pound (avoirdupois) = 0.4536 kg

1 slug = 14.59 kg

1 stone (14 lb, UK) = 6.350 kg

1 ton (long, 2240 lb, UK) = 1.016 Mg

1 ton (short, 2000 lb) = 0.907 Mg

(continued)
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Unit Conversion factor

Power

1 British thermal unit (BTU) per hour = 0.293 W

1 horsepower (electric) = 746 W

PressUre, stress

1 atmosphere (standard) = 101.325 Pa

1 mmHg (0°C) = 133.3 Pa

1 pound per square inch (psi) (lb/in2) = 6.895 kPa

teMPerAtUre

1 Fahrenheit degree = 5/9 K**

VeLoCity

1 mph = 0.447 04 m/s = 1.609 344 km/h

VoLUMe

1 cubic foot = 0.028 32 m3

1 cubic inch = 16.39 cm3

1 gallon (imperial) = 4.546 L

1 gallon (US) = 3.785 L
All values in bold are exact conversions.

7KH�ODUJH�FDORULH�FRPPRQO\�XVHG�E\�GLHWLWLDQV�WR�UHIHU�WR�WKH�DPRXQW�RI�HQHUJ\�LQ�IRRGV�LV�GH¿QHG�E\�DQ�LQWHUQDWLRQDO�DJUHHPHQW�
**Add 32° after converting from Celsius to Fahrenheit or subtract 32° before converting from Fahrenheit to Celsius. Note that a Celsius degree 
is equal to a kelvin (K).

(continued)
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Basic Electronics

This appendix gives a brief overview of the elemen-
tary concepts of electronic circuits that are relevant 
to the collection of human movement data. The 

topics discussed include basic electronic components, 
Ohm’s law, circuit diagrams, and the functions of sev-
HUDO�FRPPRQ�ODERUDWRU\�LQVWUXPHQWV��VXFK�DV�DPSOL¿HUV�
and electrogoniometers. Students interested in further 
detail or sample problems on any particular topic should 
refer to textbooks on electronics or linear circuits (such 
as Schaum’s Outline [O’Malley 1992] or Winter and 
Patla 1997). The focus here is on simple concepts about 
steady-state circuits and how they apply to common 
measurements of human movement.

Electronics notation and symbols are standardized 
DFURVV�GLIIHUHQW�¿HOGV��+HUH��ZH�XVH�WKH�QRWDWLRQV�DQG�
symbols given in this table:

 Ź A connection of two wires is indicated by a solid dot.
 Ź One wire passing over another is indicated by a 
short loop.

 Ź Interface points are indicated by open dots and 
labeled.

Circuit diagrams can, of course, become very compli-
FDWHG��7KH�FRQYHQWLRQV�MXVW�OLVWHG�DUH�GLVSOD\HG�LQ�¿JXUH�
C.1. This diagram shows the symbols for various compo-
nents: a 9-volt (V) battery and its ground, a 100-ohm (!) 
resistor, a 10 ! variable resistor, and a 1-microfarad ("F) 
capacitor. A discussion on these electrical components 
and several principles of electricity follows.

Basic SI Electrical Units
Quantity Symbol SI unit SI abbreviation

Current I ampere A

Voltage V volt V

Resistance R ohm !

Capacitance C farad F

Power P watt W

CIRCUIT DIAGRAMS
A circuit diagram is a formal means of representing an 
electric circuit. We use these diagrams in this appendix 
to illustrate different examples. Circuit diagrams have 
many conventions, the most common of which are these:

 Ź Components are represented by standard icons with 
their sizes noted.

 Ź Wires are represented by straight lines for zero 
resistance.

 Ź Wires are drawn only in north-south-east-west 
directions.

E5144/Robertson/FigC.1/415050/alw/r1-pulled 

1 μF

9 V

10 Ω

100 Ω V

 ŸFigure C.1 Circuit diagram of a 9 V battery pow-
ering two resistors and a capacitor. The lower side of 
the battery is grounded. The voltage (V) is the quantity 
that we measure. The 10 ! resistor has a variable 
resistance with a maximum of 10 !.

ELECTRIC CHARGE, 
CURRENT, AND VOLTAGE
Electric charge can be either positive or negative, 
depending on whether we are dealing with protons or 
HOHFWURQV��(OHFWULFLW\� LV� WKH�ÀRZ�RI� HOHFWURQV� WKURXJK�
some medium, whether through a wire in a house or 
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lightning through the air. The basic SI unit of electric 
charge is the coulomb (C). It represents about 6.25 # 
1018�HOHFWURQV��7KH�UDWH�RI�ÀRZ�RI�HOHFWULFLW\��RU�current, 
has units of amperes��RU�DPSV��$�����$�LV�D�ÀRZ�UDWH�RI�
1 C/s. As practical examples, consider that a handheld 
calculator requires a few microamperes ("A) to operate, 
a D-cell battery supplies about 100 mA, a car battery 
offers a maximum of about 2 A, and a typical house cir-
FXLW�SURYLGHV����$��&XUUHQW�ÀRZ�RFFXUV�ZKHQ�WKHUH�LV�D�
difference between the electrical potential energy at two 
sites. This potential difference is called a voltage. One 
YROW�LV�GH¿QHG�DV���MRXOH��-��RI�HQHUJ\�SHU���&�RI�FKDUJH��
A D-cell battery offers 1.25 V, a car battery offers 12 
V, and house electricity averages 110 V. A human elec-
tromyograph (EMG), in contrast, is on the order of "V.

A point of zero voltage is called a ground. This is 
QHYHU� DQ� DEVROXWH� TXDQWLW\� EXW� UDWKHU� D� GH¿QHG� UHIHU-
ence point in a circuit. Thus, two circuits can have their 
own grounding references, but there may be a potential 
difference between the grounds of the two circuits. For 
example, in a small battery-powered circuit such as a 
FORFN�RU�ÀDVKOLJKW�� JURXQG� LV� W\SLFDOO\�GH¿QHG� DV� WKH�
negative terminal of the battery powering the circuit. 
,Q�KRXVH�DSSOLFDWLRQV��JURXQG�LV�GH¿QHG�DV�WKH�SRWHQWLDO�
of the surrounding soil. This is accomplished by con-
necting the circuit to a metal rod driven into the earth. 
This house ground is different from the ground in any 
battery-powered circuit unless a connection is made 
between them. As another example, jump-starting a 
car is dangerous because potential differences can exist 
between two cars; even though the battery in each car 
is 12 V, their tires insulate them from the road (which 
is the ground). In human movement, we often see these 
principles applied in EMG recording because different 
voltage potentials can exist over the skin surface of the 
body depending on what muscles are active. We often 
record EMG with a separate grounding plate on a bony 
landmark away from the musculature.

Voltage and current are related (as is discussed later 
in this appendix), and this is often a source of confusion. 
The principles, stated previously, must be remembered: 
&XUUHQW�LV�WKH�ÀRZ�RI�HOHFWURQV��DQG�YROWDJH�LV�D�SRWHQ-
WLDO� HQHUJ\�GLIIHUHQFH� WKDW� FDQ�FDXVH� HOHFWURQ�ÀRZ�� ,I�
FXUUHQW� LV�ÀRZLQJ�EHWZHHQ� WZR�VLWHV�� WKHQ� WKHUH�PXVW�
EH�D�YROWDJH�GLIIHUHQFH�EHWZHHQ�WKHP��+RZHYHU��WKHUH�
FDQ�EH�D�YROWDJH�GLIIHUHQFH�ZLWKRXW�WKH�ÀRZ�RI�FXUUHQW��
in that case, there is no complete circuit for the current 
WR�ÀRZ�WKURXJK��)RU�H[DPSOH��WKHUH�LV�D�YROWDJH�GLIIHU-
ence between the terminals of a wall outlet, regardless 
of whether an appliance is connected to it. Current only 
ÀRZV�EHWZHHQ�WKH�WHUPLQDOV�ZKHQ�DQ�DSSOLDQFH�LV�FRQ-
nected to them and turned on. An extreme example is 
that birds can land on a high-voltage overhead power 
line without being harmed. The same principle applies 

to people who work on electrical lines: As long as work-
ers are highly insulated from the ground, it is possible 
for them to touch the wire with their bare hands. When 
contact is made, a person is thousands of volts higher 
than the ground, but because virtually no current can 
ÀRZ� WKURXJK� WKH� LQVXODWLRQ�� WKH�ZRUNHU� LV� XQKDUPHG��
+RZHYHU��ZKHQ�D�SRZHU�OLQH�LV�EURNHQ�LQ�D�VWRUP�DQG�
one end falls to the ground, touching the wire can be 
fatal because making contact with the wire connects a 
circuit to the ground.

&LUFXLWV�DUH�RIWHQ�GLI¿FXOW�WR�FRQFHSWXDOL]H�EHFDXVH�
they cannot be visualized directly. A measurement 
instrument, such as a voltmeter, oscilloscope, or com-
puter, must be used to establish the state of a circuit. This 
LV�DQ�DEVWUDFW�WDVN��DQG�LW�FDQ�EH�KHOSIXO�WR�XVH�WKH�ÀRZ�
RI�D�ÀXLG�WKURXJK�D�SLSH�V\VWHP�DV�DQ�DQDORJ\��(OHFWULF�
FXUUHQW��DPSHUDJH��LV�DQDORJRXV�WR�WKH�UDWH�RI�ÀXLG�ÀRZ�
through the pipe (i.e., liters per second). Voltage is 
analogous to the pressure in the pipe system. Thus, if 
ZDWHU�LV�ÀRZLQJ�WKURXJK�D�KRVH��WKHUH�PXVW�EH�D�SUHVVXUH�
difference between the ends of the hose; however, we 
can have a closed, pressurized container with no water 
leaking out of it. Flow implies that a potential energy 
difference exists. The fact that a potential energy dif-
ference exists, however, does not imply that something 
LV�ÀRZLQJ��2WKHU�ÀXLG�H[DPSOHV�DUH�RIIHUHG�WKURXJKRXW�
this appendix to illustrate key points.

We most often think of voltage as the strength of a 
SRZHU�VXSSO\��+RZHYHU��LW�LV�DOVR�DQ�LPSRUWDQW�TXDQWLW\�
that we measure. In biophysical systems, we almost 
always measure a voltage, not a current. This is primar-
ily a matter of ease of use and the relative durability of 
voltmeters compared with ammeters. When we speak of 
a biophysical signal, we are referring to a time-varying 
voltage produced by a human subject or some device 
attached to it.

RESISTORS
Electrical resistivity is a fundamental material prop-
erty: As electrons pass through a material, energy is 
dissipated as heat. Resistance is a measure of this effect 
LQ�D�VSHFL¿F�REMHFW��5HVLVWDQFH�LV�PHDVXUHG�LQ�XQLWV�RI�
ohms (!), and thus resistivity has units of ohms per 
meter (!/m). In other words, the resistance of an object 
is a function of the resistivity of its material as well as the 
object’s dimensions. In particular, resistance is directly 
proportional to the length of the material. Regarding 
ÀXLG�ÀRZ�� UHVLVWLYLW\� LV�DQDORJRXV� WR� WKH� IULFWLRQ� WKDW�
H[LVWV� EHWZHHQ� D�ÀXLG� DQG� WKH�SLSH� WKURXJK�ZKLFK� LW�
ÀRZV�� UHVLVWDQFH� LV� DQDORJRXV� WR� WKH� WRWDO� IULFWLRQDO�
force of the pipe system. The total resistance of a pipe 
depends on its frictional characteristics as well as its 
length. Electrical resistivities of materials vary over 
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many orders of magnitude. For example, copper wire 
has a resistivity of about 10í� !/m; human skin, 20 to 
50 k!/m; semiconductors such as silicon, around 105 
!/m; and wood, about 1013 !/m.

between two or more resistors. The total resistance Rp 
of two or more resistors in parallel is given by

 
1
R
= 1
R1

+ 1
R2

+ 1
R3

+�+ 1
Rn

 (C.3)

EXAMPLE C.1
Estimate the resistance of 1 cm of copper wire using the 
resistivity just given, 10í� !/m.
See answer C.1 on page 386.

EXAMPLE C.2
a. What is the total resistance of two 10 ! resistors in 
series? In parallel?
See answer C.2a on page 386.

b. What is the total resistance of a 10 ! resistor and a 1 
! resistor in series? In parallel?
See answer C.2b on page 386.

A resistor is a device that resists electricity. Typical 
resistor sizes vary from around 1 ! to 1 M!. Knowl-
edge of the resistances within a circuit is critical to 
understanding its behavior. Indeed, we typically use 
RXU�NQRZOHGJH�RI�UHVLVWRUV� WR�PDQLSXODWH�WKH�ÀRZ�RI�
current and perform the desired function. When study-
ing the human movement, we often need to be aware of 
the resistances in both our instruments and the human  
body.

Some resistors have variable resistances. A common 
type of variable resistor is the potentiometer, often 
called a pot. Some potentiometers can be adjusted by 
turning them (a rotary pot), whereas others slide linearly. 
Volume controls on radios can take both forms, as can 
dimmer switches for indoor lighting.

Most circuits include multiple resistances. Thus, it 
is important to understand how resistors act when con-
nected together. The two basic manners of connecting 
are in a series and parallel. In a series connection, 
there is one path. One resistor follows the other, and 
DOO�FXUUHQW�ÀRZLQJ�WKURXJK�RQH�UHVLVWRU�PXVW�DOVR�ÀRZ�
WKURXJK�WKH�RWKHU��¿JXUH�&�����7KH�WRWDO�UHVLVWDQFH�RI�WZR�
resistors in series is equal to the sum of the resistances,  
that is,

 Rs = R1 + R2 (C.1)

E5144/Robertson/FigC.2/415051/alw/r1-pulled 

R1 R 2

 ŸFigure C.2 Circuit diagram of two resistors in 
series.

If more resistors are added to the series, the total 
resistance is equal to the sum of each resistance:

 Rs = R1 + R2 + R3 + . . . + Rn (C.2)

In a parallel�FRQQHFWLRQ��WKHUH�LV�EUDQFKLQJ��¿JXUH�&�����
7KH�WRWDO�FXUUHQW�ÀRZLQJ�WKURXJK�WKH�V\VWHP�LV�GLYLGHG�

E5144/Robertson/FigC.3/415052/alw/r1-pulled 

R1

R 2

 ŸFigure C.3 Circuit diagram of two resistors in 
parallel.

For the case of two resistors in parallel, this reduces to

 R = R1R2
R1 + R2

� �&���

CAPACITORS
A capacitor is a device that stores electric charge; in our 
DQDORJ\�WR�ÀXLG�ÀRZ��D�FDSDFLWRU�LV�HTXLYDOHQW�WR�D�WDQN�RU�D�
bucket that holds water. Its behavior is very different from 
that of a resistor and is not discussed in detail here. The 
important thing about capacitance is that it is a common 
physical property that we often must account for. It typi-
cally attenuates the voltage that we try to measure, and 
its effects can be noticeable on certain data. For example, 
high-speed devices such as telephones and computer net-
works have very thin cables because the capacitance of 
thicker cables would essentially absorb the small amounts 
of electricity being sent through them. This is analogous 
to the fact that a garden hose holds water: Water does not 
come out of the hose for a few seconds after the faucet 
LV�WXUQHG�RQ�EHFDXVH�WKH�ZDWHU�PXVW�¿UVW�¿OO�WKH�KRVH�WR�
capacity. It is for this reason that some accelerometers 
have extremely thin cables. Similarly, EMG electrodes 
DUH�SUHDPSOL¿HG�WR�SURYLGH�D�VWURQJHU�VRXUFH�RI�HOHFWULFLW\�
that can overcome the capacitance of the wires.



348 ` Appendix C

Note that capacitance is not a bad factor but simply a 
factor that must be taken into account. We in fact exploit 
the behavior of capacitors so that radios can be tuned 
to different stations. Capacitors can also be used to 
¿OWHU�VLJQDOV�LQ�WKH�VDPH�ZD\�DV�WKH�GLJLWDO�¿OWHUV�LQWUR-
duced in chapter 1 and detailed in chapter 11. Readers 
interested in relevant examples may again refer to any 
linear-circuits text.

Along with capacitors, impedance is also important. 
Impedance, denoted Z, is a more general term for all of 
WKH�IDFWRUV� WKDW� OLPLW�HOHFWULFDO�ÀRZ�WKURXJK�D�FLUFXLW��
Thus, impedance includes the net effects of all resistors 
and capacitors in the circuit.

The symbol for a capacitor—two lines—represents 
the two plates that hold the electric charge. Sometimes 
the plates are drawn parallel, but at other times, the plate 
with the lower voltage is denoted with a curved shape.

OHM’S LAW
Ohm’s law is perhaps the most fundamental law in all 
of electronics. It states that the voltage across a resistor 
HTXDOV�WKH�SURGXFW�RI�LWV�UHVLVWDQFH�DQG�WKH�FXUUHQW�ÀRZ-
ing through it:

 V = IR (C.5)

where V is the voltage across the resistor, I is the current 
through the resistor, and R is the magnitude of the resis-
tance. There are different ways to express this law. If we 
increase the voltage in a circuit, the current increases in 
proportion, and if we increase the size of a resistor, the 
current decreases proportionately. When plotted, this 
IXQFWLRQ�LV�D�VWUDLJKW�OLQH��DV�VKRZQ�LQ�¿JXUH�&����7KLV�
is a linear function. It remains true regardless of the 
magnitude of the current or how it changes over time. 
We express this mathematically as

 V(t) = I(t) R (C.6)

Because of this linearity, resistor circuits are the most 
straightforward to analyze, although they, too, can get 
complicated.

2KP¶V�ODZ�LV�DQDORJRXV�WR�ÀXLG�ÀRZ��7KH�HOHFWULFDO�
resistance R corresponds to the resistance of the piping, 
the current I�FRUUHVSRQGV�WR�WKH�YROXPH�UDWH�RI�ÀXLG�ÀRZ��
and the voltage V corresponds to pressure. If we increase 
WKH�YROWDJH��PRUH�FXUUHQW�ÀRZV��LQ�WKH�VDPH�ZD\�WKDW�LI�
we increase the pressure of water in a pipe, more water 
ÀRZV��,I�ZH�LQFUHDVH�WKH�UHVLVWDQFH�LQ�D�FLUFXLW��OHVV�FXU-
UHQW�ÀRZV²DJDLQ��MXVW�OLNH�ZDWHU�

E5144/Robertson/FigC.4/415053/alw/r1-pulled 

V

I

Slope = R

 ŸFigure C.4 Graphical representation of Ohm’s 
law.

EXAMPLE C.3
D��:KDW�LV�WKH�FXUUHQW�ÀRZLQJ�LQ�WKLV�FLUFXLW"

E5144/Robertson/Fig exC.3a/415054/alw/r1-pulled 

10 Ω 

20 V
A

B

E5144/Robertson/Fig exC.3b/415055/alw/r1-pulled 

9 V

2 mA
R

See answer C.3a on page 387.

b. In this circuit, what is the size of the resistor R?

See answer C.3b on page 387.

c. Suppose a 110 V house outlet is wired to a 15 A circuit 
breaker. What is the minimum resistance that can be 
applied to this outlet?
See answer C.3c on page 387.

,Q�SUDFWLFH��ZH�DUH�QRW�FRQFHUQHG�ZLWK�FXUUHQWV�ÀRZ-
ing through loops, as these examples have illustrated. 
Instead, we often speak of the voltage drop across a 
resistor, which has to do with the manner in which you 
measure voltage. Because voltage is a potential difference 
between two points, a voltmeter measures the difference 
with two probes. For example, in the circuit in example 
C.3b, if we placed one probe before the 9 V battery and 
one probe after it, the voltmeter would register a voltage 
gain of 9 V. If we placed the probes across the resistor, 
the voltmeter would measure a voltage drop of 9 V (i.e., it 
ZRXOG�UHDG�í��9���,I�\RX�SODFHG�WKH�SUREHV�DFURVV�SRLQWV�
A and B, the voltmeter would register 0 V because there 
is no resistance between these points. In measuring any 
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HOHFWULFDO�GHYLFH�� WKHUH� LV� D� VSHFL¿F�FRPSRQHQW� DFURVV�
which the changes in voltage are measured.

Earlier in this appendix, we discussed impedance. 
When measuring impedance, the formula is analogous 
to Ohm’s law:

 Z = V
I

 (C.7)

where Z is the impedance, V is the voltage across the 
circuit, and I is the current through it. If a circuit is made 
up entirely of resistors, then the impedance is equal to 
WKH�UHVLVWDQFH��+RZHYHU��IRU�UHDVRQV�EH\RQG�WKH�VFRSH�
of our discussion, if the voltage varies with time, we 
will observe the effects of the capacitance of the circuit.

POWER LAWS
Sliding friction between two objects generates heat. In a 
similar manner, electrical resistance generates heat. This 
is simply a matter of energetics: If the electrical potential 
EHWZHHQ� VLWHV� LV� GLIIHUHQW� DQG� FXUUHQW� ÀRZV� EHWZHHQ�
them, the energy must be dissipated in some manner, 
whether through a motor, a light bulb, or a heating ele-
ment. The power dissipated by a resistor is given by

 P = IV (C.8)
where P is the power dissipated by the resistor, I is the 
current through it, and V is the voltage across it. That is, 
the power dissipated by a resistor as heat is given by the 
SURGXFW�RI�WKH�FXUUHQW�ÀRZLQJ�WKURXJK�DQG�WKH�YROWDJH�
across it. Power, as in mechanical applications, has units 
of watts (W). With Ohm’s law, we can also derive two 
other forms of the power law,

 P = I 2R = V
2

R
 (C.9)

where R is the magnitude of the resistance. These equa-
tions demonstrate that heating devices such as ovens and 
hair dryers work by having low resistances. A heating ele-
PHQW��D�FRLO��LV�VLPSO\�D�UHVLVWRU��DV�FXUUHQW�ÀRZV�WKURXJK�
it, energy dissipates as heat. Using the equation on the 
left, we see that the power increases as the square of the 
current. Therefore, a decrease in the resistance of the heat-
ing element causes a proportional increase in the current.

MEASUREMENT OF 
PHYSICAL SYSTEMS
+DYLQJ�GLVFXVVHG�WKH�EDVLF�EHKDYLRUV�RI�VLPSOH�FLUFXLW�
components, we now turn to the way we use these com-
ponents in the laboratory. We begin with a discussion of 
how we convert human movements into electrical signals 
that our computers can measure.

Transducers
In the vast majority of cases in which we measure 
physical quantities electrically, we measure changes in 
voltage. This is a fundamental principle that cannot be 
overemphasized. A 0 or a 1 in a computer is represented 
by a voltage of 0 or 5 V, respectively. When sound is 
transmitted through a wire to a speaker, the changes in 
voltage are interpreted as sound. When radio signals are 
transmitted to a satellite, these, too, are registered by the 
voltages they impart on the receiver. This is also true for 
the measurement of EMG activity, force, and even the 
UHÀHFWLRQV�RI�ERG\�PDUNHUV�WR�D�FDPHUD¶V�OHQV�

The process of converting a physical dimension into 
a voltage is called transduction. A device that per-
forms this function is a transducer. Some of the types 
of transducers are force, pressure, linear displacement, 
rotary displacement, and acceleration transducers. The 
common principle in all of these devices is that the 
quantity being measured causes the resistance of the 
transducer to change. For example, a force transducer 
(used in a force platform) has tiny resistors that deform 
slightly when force is applied. An electrogoniometer 
has a rotary resistor that changes as it is rotated. When 
these resistances change, then, in accordance with Ohm’s 
law, a constant current through a transducer causes the 
voltage to change proportionately.

EXAMPLE C.4
a. What is the resistance of the heating coils of a 1200 
W toaster that runs on 110 V house circuitry?
See answer C.4a on page 387.

b. In an earlier example, we had a 110 V house outlet on 
a 15 A circuit breaker. What is the maximum wattage 
appliance you can plug into this outlet?
See answer C.4b on page 387.

EXAMPLE C.5
Suppose we have a blood pressure transducer con-
nected to a 10 mA current supply. As the pressure 
FKDQJHV� IURP� ��� WR� ����PP+J�� WKH� WUDQVGXFHU¶V�
resistance changes from 1000 to 1200 !. What will 
the voltage outputs be at these two pressures?
See answer C.5 on page 387.

Voltage Dividers
+RZ�ZRXOG�ZH�PHDVXUH�D�VHQVRU�ZLWK�D�YDULDEOH�UHVLV-
tance? This is slightly more complicated than the blood 
pressure example, because most electrical supplies 
have a constant voltage, not a constant current. Suppose  
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we have a variable resistor and connect a voltage source  
DFURVV�LW�DV�VKRZQ�LQ�¿JXUH�&����7KH�VWDQGDUG�QRPHQFOD-
ture is to label the source voltage Vin and the measured 
voltage Vout. For a simple circuit like this, no matter 
how much the variable resistance RV changes, Vout will 
always equal Vin, so this circuit is useless for measuring 
changes in RV .

Wheatstone Bridges
Voltage dividers have two problems. In many sensors, 
the variability of resistance is small, often less than 5%. 
Also, we often “zero” a sensor rather than subtracting 
a constant voltage to establish zero for the quantity we 
DUH�PHDVXULQJ��7KHVH�GLI¿FXOWLHV�DUH�RYHUFRPH�ZLWK�D�
Wheatstone bridge��¿JXUH�&�����D�FLUFXLW�RI�WZR�SDUDOOHO�
voltage dividers. In its neutral state, it has four equivalent 
resistances. When the variable resistance changes, we 
can compare the amount by which the variable resistance 
has changed from its neutral state by measuring Vout.

E5144/Robertson/FigC.5/415056/alw/r2-pulled 

Vout

Vin

RV

+

+

−

−

E5144/Robertson/FigC.6/415057/alw/r2-pulled 

+

−

Vin

+

−

RV Vout

R

 ŸFigure C.5 Circuit diagram of a variable resistor 
connected to a voltage source.

 ŸFigure C.6 Circuit diagram of a resistor in series 
with a variable resistance.

,Q�D�PRGL¿FDWLRQ�RI�WKLV�FLUFXLW��¿JXUH�&�����D�UHVLV-
tor R is in series with the variable resistance. We want 
to know the voltage Vout. To do this, we can determine 
using Ohm’s law that the current, I, is

 I = Vin
R + RV

 (C.10)

%HFDXVH� FXUUHQW�ÀRZV� WKURXJK�ERWK� UHVLVWRUV��ZH�FDQ�
substitute it in Ohm’s law for RV and Vout:

 Vout =
VinRV
R + RV

 (C.11)

This circuit is referred to as a voltage divider. Vout for 
this circuit varies over an easily measurable range when 
R and RV are of similar magnitudes. The circuit is com-
monly used for a simple potentiometer.

EXAMPLE C.6
In the voltage divider, what is Vout for the following cases?

1. Vin = 15 V, RV = 100 !, and R = 100 !
2. Vin = 15 V, RV = 110 !, and R = 100 !
3. Vin = 15 V, RV = 100 !, and R = 10 !
4. Vin = 15 V, RV = 110 !, and R = 10 !

See answer C.6 on page 387.

E5144/Robertson/FigC.7/415058/alw/r1-pulled 

Vin

+

−

RV R1

R3
R2

+ −
Vout

 ŸFigure C.7 Circuit diagram of a Wheatstone bridge.

EXAMPLE C.7
In the Wheatstone bridge, what is the formula for Vout? 
Let R1 = R2 = R3.
See answer C.7 on page 387.

COMMON LABORATORY 
INSTRUMENTS
Many common laboratory instruments use the principles 
discussed in this appendix. These instruments include 
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(1) the linear variable differential transducer (LVDT), (2) 
the electrogoniometer, (3) strain-gauge force transducers, 
DQG�����DPSOL¿HUV�

Linear Variable Differential 
Transducer
7KH�/9'7� �¿JXUH�&���� LV� D� FRPPRQ� LQVWUXPHQW� WKDW�
measures a linear movement over a short range of motion, 
typically less than 30 cm. Its main cylinder contains a 
¿QHO\�PDQXIDFWXUHG�DQG�FDOLEUDWHG�linear potentiom-
eter. Therefore, its resistance changes linearly as it is 
moved. LVDTs can measure to within fractions of a 
millimeter—a computer-controlled milling machine, for 
instance, measures to within 2.5 "m. Common labora-
tory applications include treadmill inclination adjust-
ments, digital calipers, footwear impact testers, and knee 
arthrometers (for measuring joint laxity or stiffness).

potentiometer. Its internal structure is diagrammed in 
¿JXUH�&����7KH�HQG�WHUPLQDOV��$�DQG�&��DUH�FRQQHFWHG�WR�
the ends of the resistive material. The middle terminal (B) 
is connected to a rotating slider. As the knob of this slider 
is turned, the middle contact moves across the resistive 
material. Because resistance is a function of material 
length, we observe the change in resistance. For example, 
if we have a 10 k! potentiometer, the resistance from A 
to C will measure 10 k!. As the rotating slider is moved 
from A to C, we will measure a resistance across A and 
B that changes from 0 to 10 k!, while the resistance from 
B to C changes from 10 k!�WR����¿JXUH�&�����

 ŸFigure C.8 Linear variable differential transducer 
as used in a footwear impact tester.

Electrogoniometer
An electrogoniometer, as its name suggests, measures 
joint angles electronically. Its basic component is a rotary 

E5144/Robertson/FigC.9/415060/alw/r1-pulled 

Resistive
material

Rotating
slider

A C

B

 ŸFigure C.9 Schematic of a rotary potentiometer.

 ŸFigure C.10 The top instrument is a Biometrics electro-
goniometer that measures angles about two axes. The bottom 
instrument is a uniaxial electrogoniometer with a four-bar 
linkage (potentiometer is on the right).
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Strain-Gauge Force 
Transducers
When force is applied to a material, it deforms. This is 
called mechanical strain. Because resistance is a func-
tion of material length, we observe a change in resistance 
when a material is deformed. This is the basic principle 
of a strain gauge. If we have a resistor with a precisely 
known resistance glued to a deformable object, we can 
measure the object’s change in resistance as it deforms. 
The gauges themselves are usually much smaller in area 
WKDQ�D�SRVWDJH�VWDPS��EXW�HTXDOO\�DV�WKLQ��VHH�¿JXUH�&������
Once glued to the surface of a structure, they bend with 
the material without altering the structural properties. 
Strain gauges are usually placed in a Wheatstone bridge 
circuit.

silicon chips. Unlike resistors and capacitors, op-amps 
are active circuit elements and therefore require current 
to power them. Op-amps have many different uses and 
implementations. Two common connections are the 
LQYHUWLQJ�DQG�QRQLQYHUWLQJ�FRQ¿JXUDWLRQV��¿JXUH�&������
The noninverting op-amp circuit increases the magni-
tude of the voltage it measures. The inverting op-amp 
circuit increases the incoming voltage and inverts it (i.e., 
takes the negative of it).

7KH�SHUIRUPDQFH�RI�DQ�DPSOL¿HU�LV�FDOOHG�WKH�gain. 
Gain is the ratio of the incoming voltage to the ampli-
¿HG�YROWDJH��Vout

Vin
. In op-amp circuits, gain is controlled 

by altering the ratio of the resistors RF and R. For non-
LQYHUWLQJ� FRQ¿JXUDWLRQV�� WKH� JDLQ� LV� JLYHQ� E\� 1+ Rr

R
,  

DQG�IRU�LQYHUWLQJ�FRQ¿JXUDWLRQV�WKH�JDLQ�LV� – RF
R

. For a 
variable gain, a potentiometer may be substituted for 
either RF or R.

Applications for amplifiers are too numerous to 
mention. Their most common use is for turning weak 
electromagnetic waves into audible sound in radios and 
cell phones. In human movement science, we use them 
to measure tiny EMG, electrocardiographic, and elec-
troencephalographic signals; they also are used in force 
plates and other force transducers and in accelerometers. 
They can be used to construct analog�¿OWHUV��LQWHJUDWRUV��
and differentiators.

An important characteristic of op-amps and other 
active circuits is their input impedance. This is a 
PHDVXUH� RI� WKH� VHQVLWLYLW\� RI� WKH� RS�DPS��+LJK� LQSXW�
impedance means, in effect, that the op-amp needs to 
draw very little current from the measured quantity to 
function. This is very important in human movement, 
because most biophysical signals are extremely small. 
,GHDOO\��WKH�LQSXW�LPSHGDQFH�RI�DQ�(0*�DPSOL¿HU��IRU�
H[DPSOH��ZRXOG�EH�LQ¿QLWH��7\SLFDOO\��DPSOL¿HUV�KDYH�
input impedances of 1 M!��EXW�(0*�RU�ELRDPSOL¿HUV�
have input impedances of 10 M! or more. EMG ampli-
¿HUV�UHTXLUH�KLJKHU�LPSHGDQFHV�EHFDXVH�VNLQ�FDQ�KDYH�
resistances of about 20 to 100 k! and, when unprepared, 
as high as 2 M! or more.

 ŸFigure C.11 Three types of strain gauges and a strain-
gauged link (bottom) for measuring axial loads.

Strain gauges are commonly used to measure forces 
LQ�KXPDQ�PRYHPHQW�ZLWK�VXFK�GHYLFHV�DV�ÀRRU�PRXQWHG�
force plates, tension transducers, pressure transducers, 
and even accelerometers. It is also common in biomedi-
cal research to mount gauges to orthoses and prostheses 
as well as to cadaver samples of bone, cartilage, and 
tendon.

Amplifiers
An DPSOL¿HU is a device that increases the voltage of a 
VLJQDO��)LJXUH�&����VKRZV�KRZ�WKH�LGHDOL]HG�DPSOL¿HU�LV�
designated in circuit diagrams.

7KH�PRVW� FRPPRQ� W\SH�RI� DPSOL¿HU� LV� WKH�opera-
WLRQDO� DPSOL¿HU. These are commonly installed on 

E5144/Robertson/FigC.12/415063/alw/r1-pulled 

Vcc

Vdd

Out
+

−

 ŸFigure C.12 Symbols for an operational amplifier. 
The detailed form, on the right, labels the inputs and 
the power supply for the amplifier Vcc and Vdd.
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E5144/Robertson/FigC.13/415064,463211/alw/r1-pulled 

+

−
Vout

Vin

R

RRF

+

−
Vout

Vin

RF

 ŸFigure C.13 Circuit diagrams for noninverting (left) and inverting (right) operational amplifiers.
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+RURZLW]��3��� DQG�:��+LOO��������The Art of Electronics. 
2nd ed. Cambridge, MA: Cambridge University Press.
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Vectors and Scalars

A��TXDQWLW\�WKDW�LV�FRPSOHWHO\�VSHFL¿HG�E\�LWV�PDJQL� 
�WXGH�LV�UHIHUUHG�WR�DV�D�VFDODU��([DPSOHV�RI�VFDODUV� 
�DUH�PDVV�� GHQVLW\��ZRUN�� HQHUJ\�� DQG�YROXPH��

7KH\�DUH�WUHDWHG�PDWKHPDWLFDOO\�DV�UHDO�QXPEHUV�DQG��
DV�VXFK��REH\�DOO�RI�WKH�XVXDO�UXOHV�RI�DOJHEUD�

)RU�DQ\�DQDO\VLV�LQ���'��KRZHYHU��WKH�XVH�RI�D�SK\VL�
FDO�TXDQWLW\�WKDW�H[SUHVVHV�GLUHFWLRQ�LV�LPSRUWDQW��7KH�
ORFDWLRQ�RI�DQ\�YHFWRU�LQ���'�VSDFH�UHODWLYH�WR�DQ�RULJLQ�
LV�UHIHUUHG�WR�DV�D�SRVLWLRQ�YHFWRU��$�vector is a quan�
WLW\�WKDW�UHTXLUHV�ERWK�GLUHFWLRQ�DQG�PDJQLWXGH�IRU�LWV�
FRPSOHWH�VSHFL¿FDWLRQ�DQG�PXVW�DGG�DFFRUGLQJ� WR� WKH�
SDUDOOHORJUDP�ODZ��,Q�WKLV�WH[W��D�YHFWRU�LV�GHVLJQDWHG�E\�
DQ�DUURZ�RYHU�WKH�YHFWRU�QDPH��H�J���

�
A ��

7KH�PHWKRG�PRVW� RIWHQ� XVHG� IRU� GH¿QLQJ� D� SRVL�
WLRQ� LQ���'�VSDFH� LV� WKH�&DUWHVLDQ�FRRUGLQDWH�V\VWHP��
LQ�ZKLFK� D� SRVLWLRQ� YHFWRU� KDV� WKUHH� FRRUGLQDWHV� WKDW�
XQLTXHO\�GLVWLQJXLVK�WKH�GLVWDQFH�IURP�WKH�RULJLQ�RI�WKH�
FRRUGLQDWH�V\VWHP�WR�D�SRLQW�LQ�VSDFH��7KHVH�FRRUGLQDWHV�
DUH�PXWXDOO\�RUWKRJRQDO��7KHUHIRUH��DQ\�ORFDWLRQ�LQ�WKLV�
��'�VSDFH�FDQ�EH�GH¿QHG�XVLQJ�&DUWHVLDQ�FRRUGLQDWHV�
RU�WKH�SURMHFWLRQ�RI�HDFK�FRPSRQHQW�RQWR�WKH�UHIHUHQFH�
IUDPH��)RU�H[DPSOH��YHFWRU�

�
A �LQ�¿JXUH�'���LV�ORFDWHG�DW�

GLVWDQFHV�Ax IURP�WKH�Y-Z�SODQH��Ay�IURP�WKH�X-Z�SODQH��
DQG�Az IURP�WKH�X-Y�SODQH��7KH�ORFDWLRQ�RI�WKLV�SRVLWLRQ�

LV�GH¿QHG�E\�WKH�FRRUGLQDWHV�(Ax, Ay, Az). 7ZR�YHFWRUV�
DUH�FRQVLGHUHG�HTXDO�LI�DOO�RI�WKH�UHVSHFWLYH�FRPSRQHQWV�
RI�WKH�YHFWRUV�DUH�HTXDO��7KDW�LV��YHFWRUV�

�
A and

�
B �DUH�

HTXDO�LI�Ax = Bx, Ay = By,�DQG�Az = Bz�
$QRWKHU�PHWKRG�RI�UHSUHVHQWLQJ�WKH�FRPSRQHQWV�RI�

point A�LV�E\�XVLQJ�XQLW�YHFWRUV��8QLW�YHFWRUV�DUH�GH¿QHG�
DV�YHFWRUV�RI�XQLW�OHQJWK�DORQJ�HDFK�RI�WKH�D[HV�RI�WKH�
FRRUGLQDWH�V\VWHP�DQG�DUH�VSHFL¿HG�DV�

�
i ,
�
j , and

�
k �DORQJ�

the X, Y,�DQG�Z�D[HV��UHVSHFWLYHO\��¿JXUH�'�����6SHFL¿�
FDOO\��D�XQLW�YHFWRU�� �eA �LV�GH¿QHG�DV

 
�eA =

�
A
�
A
, where �eA = 1  �'���

RU�D�YHFWRU�ZLWK�XQLW�OHQJWK�DQG�LQ�WKH�GLUHFWLRQ�RI�
�
A�� 

7KH�GRXEOH� EDUV�PHDQ� WKH�QRUP�RU�PDJQLWXGH�RI� WKH�
YHFWRU��WKLV�RSHUDWLRQ�LV�GH¿QHG�ODWHU�LQ�WKLV�DSSHQGL[��
7KH�XQLW�YHFWRUV�DVVRFLDWHG�ZLWK�HDFK�RI�WKH�D[HV�RI�WKH�
FRRUGLQDWH�V\VWHP�DUH�GH¿QHG�DV

 in the x -direction,
�
i = (1, 0, 0); � �'���

 in the y -direction,
�
j = (0,1, 0); and � �'���

 in the z -direction,
�
k = (0, 0,1). � �'���

E5144/Robertson/fig D.1 (appendix D)/463212/alw/R2

Y

X

Ax
Ay

Az

A

Z

(0, 0, 0)

E5144/Robertson/fig D.2 (appendix D)/463213/alw/R1

Y

X

Z

(0, 0, 0)

j (0, 1, 0)

i (1, 0, 0)

k (0, 0, 1)

 ŸFigure D.1 A 3-D coordinate system.
 ŸFigure D.2 Orientation of the unit vector coordi-

nates in a coordinate system.



356 ` Appendix D

$Q\�YHFWRU�FDQ�WKHQ�EH�UHSUHVHQWHG�XVLQJ�LWV�&DUWHVLDQ�
FRRUGLQDWHV�RU�DV�WKH�YHFWRU�VXP�RI�LWV�XQLW�YHFWRUV��)RU�
H[DPSOH��WKH�YHFWRU�

�
A �FDQ�EH�UHSUHVHQWHG�DV

 
�
A = Ax , Ay , Az( ) � �'���

RU�LQ�XQLW�YHFWRU�IRUP�E\

 
�
A = Ax

�
i + Ay

�
j + Az

�
k � �'���

$�YHFWRU�FDQ�EH�FKDQJHG�WR�D�XQLW�YHFWRU�E\�GLYLGLQJ�HDFK�
FRPSRQHQW�E\�WKH�QRUP�RU�PDJQLWXGH�RI�WKH�YHFWRU��7KDW�
LV��IRU�D�YHFWRU�

�
A��WKH�XQLW�YHFWRU�LQ�WKH�GLUHFWLRQ�RI�

�
A  is

 �eA =
Ax�
A

�
i +

Ay�
A
�
j + Az�

A
�
k  �'���

VECTOR OPERATIONS
7R�LOOXVWUDWH� WKH�IROORZLQJ�RSHUDWLRQV�� WZR�YHFWRUV�

�
A  

 �����������DQG�
�
B � �����������DUH�XVHG�LQ�WKH�H[DPSOHV�

WKURXJKRXW�WKLV�DSSHQGL[�

Magnitude or Norm  
of a Vector
7KH�PDJQLWXGH�RU�QRUP�RI�D�YHFWRU�UHSUHVHQWV�WKH�OHQJWK�
RI�WKH�YHFWRU��)RU�D�YHFWRU�

�
A��ZLWK�FRPSRQHQWV�Ax, Ay, 

DQG�Az�UHSUHVHQWLQJ�GLVWDQFHV�IURP�WKH�Y-Z, X-Z,�DQG�X-Y 
SODQHV��UHVSHFWLYHO\��WKH�QRUP�RI�WKH�YHFWRU�LV�FDOFXODWHG�
XVLQJ�WKH�3\WKDJRUHDQ�UHODWLRQVKLS�DV�IROORZV�

 
�
A = Ax

2 + Ay
2 + Az

2  �'���

Subtraction of Vectors
7HFKQLFDOO\�� WKHUH� LV� QR� RSHUDWLRQ� LQ�ZKLFK� YHFWRUV�
VXEWUDFW�� KRZHYHU�� WKH�QHJDWLYH�RI� RQH�YHFWRU�PD\�EH�
DGGHG� WR� DQRWKHU� YHFWRU�� 7KXV�� LI�ZH�ZLVKHG� WR� ¿QG�
WKH�GLIIHUHQFH�EHWZHHQ�YHFWRUV�

�
A and

�
B �� WKHQ�

�
A –
�
B  

LV�UHDOO\�
�
A+ –

�
B( ) ��$V�D�UHVXOW��LI�YHFWRUV�

�
A  = Ax, Ay, 

Az�DQG�
�
B  = Bx, By, Bz,�WKHQ�WKH�GLIIHUHQFH�EHWZHHQ�WZR�

YHFWRUV�A�DQG�B is

 
�
A+ –

�
B( ) = Ax – Bx( )�i + Ay – By( ) �j + Az – Bz( ) �k ��'����

EXAMPLE
)RU�A� ������������WKH�QRUP�RU�WKH�PDJQLWXGH�RI�A is

 

�
A = 12 + 52 + 22
�
A = 30 = 5.48.

EXAMPLE
For
�
A = 1, 5, 2( ) and �B = 6,1, 3( ), the vector �A + �B is

�
A +
�
B = 1+ 6( )

�
i + 5 +1( )

�
j + 2 + 3( )

�
k

�
A +
�
B = 7

�
i +6
�
j +5
�
k = 7, 6, 5( ).

EXAMPLE
For
�
A = 1, 5, 2( ) and �B = 6,1, 3( ), the vector �A – �B is

�
A –
�
B = 1– 6( )

�
i + 5 –1( )

�
j + 2 – 3( )

�
k

�
A –
�
B = –5

�
i +4
�
j –1
�
k or –5, 4, –1( ).

EXAMPLE
)RU�
�
A � �����������DQG�VFDODU�c� ����WKH�YHFWRU�c

�
A  is

c
�
A= 2 1( )

�
i + 2 5( )

�
j + 2 2( )

�
k

c
�
A= 2

�
i +10

�
j + 4
�
k = 2,10, 4( ).Addition of Vectors

,I�YHFWRUV�
�
A and

�
B �DUH�GHVLJQDWHG�DV�

�
A  = (Ax, Ay, Az) 

DQG�
�
B  = (Bx, By, Bz), then

 
�
A +
�
B = Ax + Bx , Ay + By , Az + Bz( ) � �'���

8VLQJ�XQLW�YHFWRU�QRWDWLRQ��WKH�VXP�RI�A�DQG�B is

 
�
A +
�
B = Ax + Bx( )�i + Ay + By( ) �j + Az + Bz( ) �k ��'����

Multiplication of a Vector  
by a Scalar
9HFWRUV� FDQ� EH�PXOWLSOLHG� E\� D� VFDODU� E\�PXOWLSO\LQJ�
HDFK� FRPSRQHQW� E\� WKH� VFDODU��7KXV�� IRU� D� YHFWRU�

�
A  

DQG�VFDODU�c�

 c
�
A= cAx

�
i + cAy

�
j + cAz

�
k  �'����

Dot or Scalar Product
*LYHQ� WZR�YHFWRUV�

�
A and

�
B ��ZKRVH� FRPSRQHQWV� DUH�

Ax, Ay, Az�DQG�Bx, By, Bz,�UHVSHFWLYHO\��WKH�GRW�RU�VFDODU�
SURGXFW��

�
A �
�
B ��LV�GH¿QHG�E\�WKH�HTXDWLRQ
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�
A �
�
B = Ax Bx + Ay By + Az Bz � �'����

7KH�UHVXOW�RI�WKH�GRW�SURGXFW�FDOFXODWLRQ�LV�DOZD\V�D�
VFDODU�DQG�KHQFH�WKH�DOWHUQDWLYH�QDPH�³VFDODU�SURGXFW�́ �
%HFDXVH�WKH�UHVXOW�LV�D�TXDQWLW\�ZLWK�RQO\�PDJQLWXGH�DQG�
QR�GLUHFWLRQ��ZH�FDQ�VWDWH�WKDW�WKH�GRW�SURGXFW�RSHUDWLRQ�
LV�FRPPXWDWLYH��L�H���

�
A �
�
B =
�
B �
�
A ��

 
�
j �
�
k = 0 � �'����

:KHQ�WKH�YHFWRUV�
�
A and

�
B �DUH�XQLW�YHFWRUV�� WKHQ�WKH�

GRW�SURGXFW�RI�WKH�WZR�YHFWRUV�LV�WKH�FRVLQH�RI�WKH�DQJOH�
EHWZHHQ�WKHP�
 

�
A �
�
B = cos�  �'����

Cross or Vector Product
)RU�WZR�YHFWRUV��

�
A and

�
B ��WKH�FURVV�SURGXFW��

�
A �
�
B ��LV�

GH¿QHG�E\�WKH�IROORZLQJ�HTXDWLRQ�

 
�
A �
�
B = Ay Bz – Az By , Az Bx – Ax Bz , Ax By – Ay Bx( )  

� � �'����

7KH�UHVXOW�RI�WKLV�FDOFXODWLRQ�LV�DOZD\V�D�YHFWRU��KHQFH�
WKH� DOWHUQDWLYH� QDPH�� vector product��*HRPHWULFDOO\��
WKH�UHVXOWLQJ�YHFWRU�

�
C,�RI�WKH�FURVV�SURGXFW�RI�WZR�YHF�

WRUV��
�
A and

�
B ,�LV�SHUSHQGLFXODU�WR�WKH�SODQH�IRUPHG�E\�

ERWK�
�
A and

�
B ��)LJXUH�&�����7KH�GLUHFWLRQ�RI�WKH�YHFWRU��

C�LV�GHWHUPLQHG�E\�WKH�ULJKW�KDQG�UXOH��7KDW�LV��LI�WKH�
¿QJHUV�RI�WKH�ULJKW�KDQG�DUH�SODFHG�DORQJ�WKH�YHFWRU�

�
A  

DQG�URWDWHG�WR�WKH�YHFWRU�
�
B ,�WKH�ULJKW�WKXPE�ZRXOG�SRLQW�

LQ�WKH�GLUHFWLRQ�RI�WKH�UHVXOWLQJ�YHFWRU�
�
C��,W�VKRXOG�EH�

LQWXLWLYH�WKDW
 

�
A �
�
B �
�
B �
�
A � �'����

+RZHYHU�
 

�
A �
�
B = –

�
B �
�
A � �'����

7KHUHIRUH��ZH�VD\�WKDW�WKH�FURVV�SURGXFW�RSHUDWLRQ�LV�QRW�
FRPPXWDWLYH�

,W� LV�FOHDU� WKDW� WKH�YHFWRU�
�
C =
�
A �
�
B � LV�GHWHUPLQHG�

IURP�D�ULJKW�KDQG�WULDG�RI�WKH�WKUHH�YHFWRUV��
�
A , 
�
B ,�DQG�

EXAMPLE
For
�
A = 1, 5, 2( ) and �B = 6,1, 3( ), �A � �B is

�
A �
�
B = 1� 6( )+ 5 �1( )+ 2 � 3( )
�
A �
�
B = 6 + 5 + 6
�
A �
�
B = 17.

,Q� DQDO\WLFDO� JHRPHWU\�� WKH� FRVLQH� RI� WKH� DQJOH�
EHWZHHQ� WZR� OLQH� VHJPHQWV� LV� JLYHQ�E\� WKH� IROORZLQJ�
IRUPXOD�

 cos� =
Ax Bx + Ay By + Az Bz�

A
�
B

 �'����

:H�FDQ�UHZULWH�WKLV�HTXDWLRQ�XVLQJ�RXU�SUHYLRXV�GH¿QL�
WLRQ�RI�WKH�GRW�SURGXFW�WR�EH

 cos� =
�
A �
�
B
�
A
�
B
� �'����

RU

 
�
A �
�
B =
�
A
�
B cos�  �'����

*HRPHWULFDOO\��
�
A �
�
B �LV�HTXDO�WR�WKH�OHQJWK�RI�WKH�SURMHF�

WLRQ�RI�
�
A  on 

�
B��WLPHV�WKH�PDJQLWXGH�RI�

�
B ��,I�WKH�DQJOH�

EHWZHHQ�WKHVH�WZR�YHFWRUV�LV�����DQG�WKH�FRVLQH�RI�WKH�
DQJOH�LV�]HUR��WKHQ�WKH�GRW�SURGXFW�LV�HTXDO�WR�]HUR��7KDW�LV���
A �LV�SHUSHQGLFXODU�WR�

�
B �SURYLGHG�WKDW�QHLWKHU�LV�HTXDO�WR�

�����������)URP�WKH�GH¿QLWLRQV�RI�XQLW�YHFWRU�FRRUGLQDWHV���
i ,
�
j , and

�
k,�WKH�IROORZLQJ�UHODWLRQVKLSV�KROG�

 
�
i �
�
i = 1 � �'����

 
�
j �
�
j = 1 � �'����

 
�
k �
�
k = 1� �'����

EHFDXVH�WKH�DQJOH�DQG�WKH�FRVLQH�RI�WKH�DQJOH�EHWZHHQ�
WKH�SDLUV�RI�FRRUGLQDWHV� LV�]HUR��6LQFH� WKH�XQLW�YHFWRU�
FRRUGLQDWHV�DUH�SHUSHQGLFXODU�WR�HDFK�RWKHU��WKH�FRVLQH�
RI�����LV�]HUR��7KXV�

 
�
i �
�
j = 0 � �'����

 
�
i �
�
k = 0 � �'���� E5144/Robertson/FigD.3/415071/alw/r4-pulled 

A × B

B

A

Ѳ

 ŸFigure D.3 Geometric representation of the cross or 
vector product of 

�
A �
�
B .
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�
C��7KHUHIRUH��VLQFH�

�
C�LV�SHUSHQGLFXODU�WR�WKH�SODQH�RI�

�
A and

�
B ,�WKH�PDJQLWXGH�RI�WKH�FURVV�SURGXFW�

FDQ�EH�ZULWWHQ�DV

 
�
A �
�
B =

�
A
�
B sin�  �'����

ZKHUH�
�
A �DQG�

�
B �DUH�WKH�QRUPV�RI�WKH�WZR�YHFWRUV�DQG�! LV�WKH�DQJOH�EHWZHHQ�

�
A and

�
B ��,Q�WHUPV�RI�

XQLW�YHFWRU�FRRUGLQDWHV��LW�FDQ�EH�VKRZQ�WKDW

 
�
i �
�
i = 0 � �'����

 
�
j �
�
j = 0 � �'����

 
�
k �
�
k = 0 � �'����

EHFDXVH�WKH�DQJOH�EHWZHHQ�HDFK�RI�WKHVH�SDLUV�RI�XQLW�YHFWRUV�LV�]HUR�DQG�WKH�VLQH�RI����LV�]HUR��$OVR�

 
�
i �
�
j =
�
k � �'����

 
�
j �
�
k =
�
i � �'����

 
�
k �
�
i =
�
j � �'����

5DWKHU�WKDQ�WU\LQJ�WR�UHPHPEHU�WKH�IRUPXOD�IRU�D�FURVV�SURGXFW��LW�LV�SUREDEO\�HDVLHU�WR�GHWHUPLQH�WKH�
UHVXOW�DV�WKH�H[SDQVLRQ�RI�D�GHWHUPLQDQW��VHH�DSSHQGL[�(�IRU�PRUH�GHWDLOV�DERXW�FRPSXWLQJ�GHWHUPL�
QDQWV���,I�D���"���PDWUL[��>0@��LV�GH¿QHG�DV

 M[ ]= A B
C D

�

�
�

�

�
� � �'����

WKHQ�WKH�GHWHUPLQDQW�RI�WKLV�PDWUL[�� M ��LV

 M = AD – BC � �'����

:H�FDQ�XVH�WKLV�FDOFXODWLRQ�WR�GHWHUPLQH�WKH�UHVXOWLQJ�YHFWRU�IURP�D�FURVV�SURGXFW��7KH�FURVV�SURGXFW�
FDQ�EH�ZULWWHQ�DV�IROORZV�

 
�
A �
�
B =

�
i

�
j
�
k

Ax Ay Az

Bx By Bz

 �'����

8VLQJ�WKH�FRQFHSW�RI�WKH�GHWHUPLQDQW�DQG�WKDW�
�
i �
�
j =
�
k ,
�
j �
�
k =
�
i , and

�
k �
�
i =
�
j , �ZH�FDQ�UHFRQ¿JXUH�

WKH�VWUXFWXUH�DERYH�WR�EH�D�VHULHV�RI�GHWHUPLQDQWV�DV�IROORZV�

 

�
A �
�
B =

Ay Az
By Bz

�
i +

Az Ax

Bz Bx

�
j +

Ax Ay

Bx By

�
k

 
�'����

&DOFXODWLQJ�WKH�GHWHUPLQDQW�RI�HDFK���"���PDWUL[�JLYHV�XV

 
�
A �
�
B = Ay Bz – Az By( )�i + Az Bx – Ax Bz( ) �j + Ax By – Ay Bx( ) �k � �'����

RU

 
�
A �
�
B = Ay Bz – Az By , Az Bx – Ax Bz , Ax By – Ay Bx�� �� � �'����

RU

 
�
A �
�
B = Ay Bz – Az By , – Ax Bz – Az Bx( ), Ax By – Ay Bx�� �� � �'����
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7R�FRQGXFW�D���'�DQDO\VLV��\RX�PXVW�EH�YHU\�IDPLOLDU�ZLWK�YHFWRUV�DQG�VFDODUV��)RU�D�PRUH�LQ�GHSWK�
H[SRVXUH��ZH�VXJJHVW�WKDW�\RX�UHIHU�WR�D�WH[WERRN�VXFK�DV�WKRVH�OLVWHG�EHORZ�WKDW�GHDOV�SDUWLFXODUO\�ZLWK�
YHFWRUV�DQG�YHFWRU�RSHUDWLRQV�

SUGGESTED READINGS
%HH]HU��5�$��A First Course in Linear Algebra.�KWWS���OLQHDU�XSV�HGX�GRZQORDG�KWPO��WKLV�LV�D�IUHH�ERRN�RQOLQH��

)ULHGEXUJ��6�+���$�-��,QVHO��DQG�/�(��6SHQFH��Linear Algebra��(QJOHZRRG�&OLIIV��1-��3UHQWLFH�+DOO�

EXAMPLE
)RU�
�
A � �����������DQG�

�
B � ������������

�
A �
�
B  is

 

�
A �
�
B =

�
i
�
j
�
k

1 5 2
6 1 3

�
A �
�
B = 5 2

1 3
�
i + 2 1

3 6
�
j + 1 5

6 1
�
k

�
A �
�
B = 5 � 3( ) – 2 �1( )�� ��

�
i + 2 � 6( ) – 1� 3( )�� ��

�
j + 1�1( ) – 5 � 6( )�� ��

�
k

�
A �
�
B = 15 – 2[ ]

�
i + 12 – 3[ ]

�
j + 1– 30[ ]

�
k

�
A �
�
B = 13

�
i + 9

�
j – 29

�
k .
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Appendix E

Matrices and Matrix  
Operations

MDQ\�RI�WKH�FRPSXWDWLRQV�GRQH�LQ���'�NLQHPDWLFV�FDQ�EH�DFFRPSOLVKHG�UHODWLYHO\�HI¿FLHQWO\�
using matrix algebra. A matrix is any rectangular array of numbers. Each number in the 
array is an element. If the array has m rows and n columns, the matrix is referred to as an m 

! n�PDWUL[��(DFK�HOHPHQW�RI�WKH�PDWUL[�FDQ�WKHQ�EH�LGHQWL¿HG�E\�LWV�URZ�DQG�FROXPQ�SRVLWLRQV��7KH�
number of rows and columns in a matrix denotes the order of the matrix. For example, the 3 ! 3 matrix 
[A] can be written as

 A[ ]=
a11 a12 a13
a21 a22 a23
a31 a32 a33

�

�

�
�
�

�

�

�
�
�

 (E.1)

7KH�HOHPHQW�D23 is the element in the second row and the third column, or the element in the (2, 3) 
place. Generally, each element in matrix [A] can be referred to as aij, where i is the row number and j 
is the column number.

TYPES OF MATRICES
A matrix having only one row with several columns is a row matrix. For example,

 A[ ]= a11 a12 a13�
�

�
�  (E.2)

&RQYHUVHO\��D�PDWUL[�FDQ�KDYH�VHYHUDO�URZV�EXW�RQO\�RQH�FROXPQ��7KLV�W\SH�RI�PDWUL[�LV�UHIHUUHG�WR�DV�
a column matrix. For example,

 A[ ]=
a11
a21
a31

�

�

�
�
�

�

�

�
�
�

 (E.3)

We will encounter a number of special matrices in this chapter. A square matrix has the same number 
of rows and columns. A diagonal matrix is a square matrix in which the elements on the diagonal 
(a11, a22, . . . , ann��DUH�QRQ]HUR�DQG�WKH�RWKHUV�DUH�]HUR��7KLV�PDWUL[�>$@�LV�D�VTXDUH��GLDJRQDO�PDWUL[�

 A[ ]=
a11 0 0
0 a22 0
0 0 a33

�

�

�
�
�

�

�

�
�
�

 (E.4)
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An identity matrix is a square matrix whose diagonal elements equal 1. Designated as [I] matrices, 
WKH\�DUH�ZULWWHQ�OLNH�WKLV�

 I[ ]=
1 0 0
0 1 0
0 0 1

�

�

�
�
�

�

�

�
�
�

 (E.5)

7KH�transpose of matrix [A] is designated as [A]7 and is one in which the rows and columns are inter-
changed.

 A[ ]=
a11 a12 a13
a21 a22 a23
a31 a32 a33

�

�

�
�
�

�

�

�
�
�
, then A[ ] T =

a11 a21 a31
a12 a22 a32
a13 a23 a33

�

�

�
�
�

�

�

�
�
�

 (E.6)

MATRIX OPERATIONS
A 3-D analysis involves many operations concerning matrices with which you must become familiar. 
As with vector operations, readers are urged to refer to more detailed presentations of the concepts in 
other sources.

7R�LOOXVWUDWH�WKH�IROORZLQJ�RSHUDWLRQV��D�PDWUL[�>$@�ZLOO�EH�XVHG�WKURXJKRXW�WKH�H[DPSOHV�

 A[ ]=
6 1 3
–1 1 2
4 1 3

�

�

�
�
�

�

�

�
�
�

 (E.7)

Determinant of a 3 ! 3 Matrix
In Appendix D, we demonstrated the method of calculating the determinant of a 2 ! 2 matrix. We now 
show how to calculate the determinant of a 3 !���PDWUL[��*LYHQ�WKH�PDWUL[�>$@��ZH�FRS\�WKH�¿UVW�WZR�
FROXPQV�WR�WKH�ULJKW�RI�WKH�PDWUL[��:H�¿UVW�GUDZ�WKUHH�DUURZV�WR�WKH�ULJKW�EHJLQQLQJ�ZLWK�WKH�FROXPQ�
IDUWKHVW�WR�WKH�OHIW��7KH�HOHPHQWV�RI�HDFK�DUURZ�DUH�PXOWLSOLHG�WRJHWKHU��)RU�H[DPSOH��IRU�WKH�¿UVW�DUURZ��
the product of the elements is (a11 ! a22 ! a33). We then draw three arrows to the left beginning with the 
FROXPQ�IDUWKHVW�WR�WKH�ULJKW��7KH�HOHPHQWV�RI�HDFK�DUURZ�DUH�DOVR�PXOWLSOLHG�WRJHWKHU��7KH�GHWHUPLQDQW�
is calculated by adding the products of the arrows to the right and subtracting each of the products of 
WKH�DUURZV�WR�WKH�OHIW��7KLV�WHFKQLTXH�LV�LOOXVWUDWHG�QH[W�

E5144/Robertson/EqFigE.1/467332/alw/r1

det[A] = 

a11 a12 a13

a21 a22 a23

a31 a32 a33

a11 a12

a21 a22

a31 a32

 = (a11 ! a22 ! a33) + (a12 ! a23 ! a31) + (a13 ! a21 ! a32)

� í��D12 ! a21 ! a33��í��D11 ! a23 ! a32��í��D13 ! a22 ! a31)
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Cofactor Matrix
A further matrix operation that is important in 3-D kinematics is the calculation of the cofactor matrix. 
7KLV�RSHUDWLRQ�LV�XVHG�LQ�WKH�FDOFXODWLRQ�RI�WKH�LQYHUVH�RI�D�PDWUL[��7KH�IRUPXOD�IRU�FDOFXODWLQJ�WKH�
cofactor matrix [Ac] of a 3 ! 3 matrix [A] is

 [Ac ]=
(a22 � a33 � a23 � a32 ) –(a21 � a33 � a23 � a31) (a21 � a32 � a22 � a31)
–(a12 � a33 � a13 � a32 ) (a11 � a33 � a13 � a31) –(a11 � a32 � a12 � a31)
(a12 � a23 � a13 � a22 ) –(a11 � a23 � a13 � a21) (a11 � a22 � a12 � a21)

 (E.9)

EXAMPLE

For A[ ]=
6 1 3
–1 1 2
4 1 3

�

�

�
�
�

�

�

�
�
�

, the determinant of [A] is

 

det[A]=
6 1 3
–1 1 2
4 1 3

 det [A] = (6 ! 1 ! 3) + (1 ! 2 ! 4) + (3 !�í��! 1)

� í����!�í��!����í����! 2 !����í����! 1 ! 4)

� GHW�>$@� ��������í���í��í���í����í���

 det [A] = 2.

EXAMPLE

For A[ ]=
6 1 3
–1 1 2
4 1 3

�

�

�
�
�

�

�

�
�
�

, [Ac]  is

 

[Ac ]=
(1� 3� 2�1) –((–1)� 3� 2� 4) (–1�1�1� 4)
–(1� 3� 3�1) (6� 3� 3� 4) –(6�1�1� 4)
(1� 2� 3�1) –(6� 2� 3� (–1)) (6�1�1� (�1))

 

[Ac ]=
1 11 –5
0 6 –2
–1 –15 7

.
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Inverting a Matrix
7KH�inverse of a matrix [D] is designated as [D]–1�DQG�LV�RQH�WKDW�VDWLV¿HV�WKH�IROORZLQJ�H[SUHVVLRQ�

 [A]–1[A] = [I] (E.10)

ZKHUH�>$@������L�H���QRW�VLQJXODU��DQG�>,@�LV�WKH�LGHQWLW\�PDWUL[�
7KH�LQYHUVH�RI�D�PDWUL[�LV�FDOFXODWHG�LQ�VHYHUDO�VWHSV������FDOFXODWH�WKH�GHWHUPLQDQW�RI�WKH�PDWUL[������

FDOFXODWH�WKH�FRIDFWRU�PDWUL[������WDNH�WKH�WUDQVSRVH�RI�WKH�FRIDFWRU�PDWUL[��DQG�����PXOWLSO\�WKH�WUDQV-
SRVH�RI�WKH�FRIDFWRU�PDWUL[�E\�WKH�LQYHUVH�RI�WKH�GHWHUPLQDQW��7R�LQYHUW�PDWUL[�>$@��WKH�IRUPXOD�WKHQ�LV

 [A]�1 = 1
det A[ ]

[Ac]T  (E.11)

EXAMPLE

For A[ ]=
6 1 3
–1 1 2
4 1 3

�

�

�
�
�

�

�

�
�
�

, the inverse matrix of [A] is

 

[A]�1 = 1
det[A]

cofactor
1 –11 –5
0 6 –2
–1 –15 7

T�

�

�
�
�

�

�

�
�
�

 

[A]�1 = 1
2
cofactor

1 0 –1
–11 6 –15
–5 –2 7

�

�

�
�
�

�

�

�
�
�

 

[A]�1 =
0.5 0 –0.5
–5.5 3 –7.5
–2.5 –1 3.5

.

7R�XQGHUVWDQG���'�NLQHPDWLFV��LW�LV�LPSRUWDQW�WR�EH�IXOO\�FRJQL]DQW�RI�WKH�PDWKHPDWLFDO�PDQLSXODWLRQV�
that must be performed with matrices. For a more in-depth exposure to matrices and matrix algebra, 
we suggest that you refer to a textbook that deals particularly with vectors and matrices.

SUGGESTED READINGS
Beezer, R.A. A First Course in Linear Algebra��KWWS���OLQHDU�XSV�HGX�GRZQORDG�KWPO���WKLV�LV�D�IUHH�ERRN�RQOLQH��

Friedburg, S.H., A.J. Insel, and L.E. Spence. Linear Algebra��(QJOHZRRG�&OLIIV��1-��3UHQWLFH�+DOO�
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Appendix F

Numerical Integration  
of Double Pendulum 
Equations

A IRXUWK�RUGHU�5XQJH�.XWWD�PHWKRG�LV�PRUH�GLI¿FXOW�WR�LPSOHPHQW�LQ�FRPSXWHU�FRGH�WKDQ�DQ�(XOHU�PHWKRG��DQG�LW�LV�GHVFULEHG�KHUH�LQ�D�IRUPDW�WKDW�FDQ�EH�UHDGLO\�DGDSWHG�WR�D�FRPSXWHU�ODQJXDJH��
7KH�¿UVW�VWHS�LV�WR�LPSOHPHQW�IXQFWLRQV�WKDW�UHWXUQ�WKH�DQJXODU�DFFHOHUDWLRQV�RI�HDFK�VHJPHQW�

JLYHQ�WKH�DQJXODU�SRVLWLRQV�DQG�YHORFLWLHV�RI�HDFK�VHJPHQW��WKDW�LV�

 !T = ƒ("T, "L, #T, #L) and !L = ƒ("T, "L, #T, #L).

7KHVH�IXQFWLRQV�LPSOHPHQW�WKH�UHVXOW�RI�VLPXOWDQHRXVO\�VROYLQJ�HTXDWLRQV�*��DQG�*��LQ�DSSHQGL[�*�
�HTXDWLRQV�RI�PRWLRQ�IRU�WKH�WKLJK�DQG�OHJ�IRRW��IRU�!T and !L, that is,

 

�T =
C1I2 �C2A

B

� L =
C2 IT +mLLT

2( )�C1A
B

where

 A = mL LT dL�FRV�"L�í�"T)

 B = IL (IT + mL LT
���í�A�

 C� = mL LT dL #L
� sin("L�í�"T) + [aHxFRV�"T + (aHy + g) sin"T] (mTdT + mLLT)

 C�� �í�mL LT dL #T
� sin("L�í�"T) + [aHx FRV�"L + (aHxy + g) sin"L] mL dL

7KH�QH[W�VWHS�LV�WR�LPSOHPHQW�IXQFWLRQV�WKDW�FRPSXWH�WKH�FKDQJH�LQ�YHORFLW\�

 $#T = ƒ("T, "L, #T, #L) and $#L = ƒ("T, "L, #T, #L)

ZKLFK�DUH�LPSOHPHQWHG�E\�XVLQJ�DQ�(XOHU�PHWKRG�DSSOLHG�WR�HTXDWLRQV�*��DQG�*��

 $#T = !T ("T, "L, #T, #L) $t and

 $#L = !L ("T, "L, #T, #L) $t

where $t�LV�WKH�WLPH�LQFUHPHQW�RI�WKH�QXPHULFDO�LQWHJUDWLRQ�SURFHGXUH�
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7ZR�IXQFWLRQV�DUH�QHHGHG�WR�FRPSXWH�WKH�FKDQJH�LQ�DQJXODU�SRVLWLRQV�XVLQJ�WKH�(XOHU�PHWKRG�

 ��T =�T�t +
1
2
�T �T ,�L ,�T ,� L( )�t 2

and

 ��L =� L�t +
1
2
� L �T ,�L ,�T ,� L( )�t 2 �

,Q�WKH�IXQFWLRQV�!, $#, and $",�WKH�YDOXHV�IRU�"T, "L, #T, and #L�DUH�WHPSRUDU\�IXQFWLRQ�SDUDPHWHUV�
DQG�WKHUHIRUH�VKRXOG�EH�JLYHQ�GLIIHUHQW�QDPHV�ZKHQ�XVHG�LQ�FRPSXWHU�FRGH��8VLQJ�WKHVH�IXQFWLRQV��D�
IRXUWK�RUGHU�5XQJH�.XWWD�PHWKRG�FDQ�EH�LPSOHPHQWHG��*LYHQ�YDOXHV�IRU�"T, "L, #T, and #L at an instant 
LQ�WLPH��WKH�YDOXHV�RI�WKHVH�IRXU�SDUDPHWHUV�DW�WKH�QH[W�LQVWDQW�LQ�WLPH�DUH�FRPSXWHG�XVLQJ�WKH�IROORZ-
LQJ�SURFHGXUH�

 %#T� = $#T ("T, "L, #T, #L)

 %#L� = $#L ("T, "L, #T, #L)

 %"T� = $"T ("T, "L, #T, #L)

 %"L� = $"L ("T, "L, #T, #L)

 ��T 2 = ��T �T +
��1T
2
,�L +

��1L
2
,�T +

��1T

2
,� L +

��1L

2
�
��

�
��

 �� L2 = �� L �T +
��1T
2
,�L +

��1L
2
,�T +

��1T

2
,� L +

��1L

2
�
��

�
��

 ��T 2 = ��T �T +
��1T
2
,�L +

��1L
2
,�T +

��1T

2
,� L +

��1L

2
�
��

�
��

 ��L2 = ��L �T +
��1T
2
,�L +

��1L
2
,�T +

��1T

2
,� L +

��1L

2
�
��

�
��

 ��T 3 = ��T �T +
��2T
2
,�L +

��2L
2
,�T +

�� 2T

2
,� L +

�� 2L

2
�
��

�
��

 �� L3 = �� L �T +
��2T
2
,�L +

��2L
2
,�T +

�� 2T

2
,� L +

�� 2L

2
�
��

�
��

 ��T 3 = ��T �T +
��2T
2
,�L +

��2L
2
,�T +

�� 2T

2
,� L +

�� 2L

2
�
��

�
��

 ��L3 = ��L �T +
��2T
2
,�L +

��2L
2
,�T +

�� 2T

2
,� L +

�� 2L

2
�
��

�
��

 %#T4 = $#T ("T + %"3T, "L + %"3L, #T + %#3T, #L + %#3L)

 %#L4 = $#L ("T + %"3T, "L + %"3L, #T + %#3T, #L +%#3L)

 %"T4 = $"T ("T + %"3T, "L + %"3L, #T + %#3T, #L + %#3L)

 %"L4 = $"L ("T + %"3T, "L + %"3L, #T + %#3T, #L + %#3L)

 Next value for�T =�T +
1
6

��T1 + ��T 4( ) + 13 ��T 2 + ��T 3( ).

��T 2 = ��T �T +
��1T
2
,�L +

��1L
2
,�T +

��1T

2
,� L +

��1L

2
�
��

�
��
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Next value for� L =� L +

1
6

�� L1 + �� L4( ) + 13 �� L2 + ��LL3( ).

 
Next value for �T = �T +

1
6

��T1 + ��T 4( ) + 13 ��T 2 + ��T 3( ).

 
Next value for �L = �L +

1
6

��L1 + ��L4( ) + 13 ��L2 + ��L3( ).

7KH�¿UVW�VWHS�RI�WKLV�5XQJH�.XWWD�SURFHGXUH�LV�WKH�(XOHU�PHWKRG��7KH�UHPDLQLQJ�VWHSV�FRPSXWH�WKUHH�
PRUH�(XOHU�PHWKRG�HVWLPDWHV��7KH�¿QDO�YDOXHV�DUH�ZHLJKWHG�DYHUDJHV�RI�WKH�IRXU�HVWLPDWHV��7KLV�SUR-
FHGXUH�UHSHDWV�XQWLO�WKH�GHVLUHG�HQG�FRQGLWLRQV²VXFK�DV�DQ�LQVWDQW�LQ�WLPH�RU�D�OHJ�DQJOH²DUH�UHDFKHG�
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Appendix G

Derivation of Double 
Pendulum Equations

The subscripts T and L denote the thigh and leg/foot, respectively; the subscripts x and y denote 
anterior-posterior and vertical coordinate system directions, respectively.

7KH�NLQHWLF�HQHUJ\�RI�WKH�GRXEOH�SHQGXOXP�LV�GHULYHG�IURP�WKH�¿UVW�SULQFLSOH�WKDW�WKH�NLQHWLF�
energy of an object in general planar motion equals the sum of its rotational and translational kinetic 
energies. The rotational kinetic energy is calculated using the moment of inertia about the mass center, 
and the translational velocity equals the linear velocity of the mass center.

 KE = 1
2
ITcm�T

2 + ILcm� L
2 +mTvT

2 +mLvL
2( )

where vT is the linear velocity of the thigh center of mass, which is the vector sum of the velocities of 
the hip and the thigh mass center relative to the hip; that is,

 vT
2 = (vHx + !TdT cos"T)

2 + (vHy + !TdT sin"T)
2

and where vL is the linear velocity of the leg/foot center of mass, which is the vector sum of the veloci-
ties of the hip, the knee relative to the hip, and the leg/foot mass center relative to the knee; that is,

 vL
2 = (vHx + !TLT cos"T + !LdL cos"L)

2 + (vHy + !TLT sin"T + !LdL sin"L)
2

The potential energy of the double pendulum is derived by determining the effects of the three degrees 
of freedom, namely the position of the hip and the angular positions of the thigh and leg, on the segment 
PDVV�FHQWHUV��$V�VKRZQ�LQ�¿JXUH�*����WKH�KLS�SRVLWLRQ�FKDQJHV�ERWK�PDVV�FHQWHUV��7KH�WKLJK�DQJXODU�
position affects the locations of both thigh and leg/foot mass centers, whereas the leg angular position 
affects only the leg/foot center of mass.

Table G.1 Notation

m Segment mass

Icm Segment moment of inertia about mass center

I Segment moment of inertia about proximal end

L Segment length

d Distance from segment mass center to proximal end

", !, and # Segment angular position, velocity, and acceleration

aH Acceleration of the hip

g Acceleration of gravity

v Velocity of mass center
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Direct analysis of this geometry yields

 PE = g [(mT + mL) yH + (mTdT + mL LT�����í�FRV"T) + mL dL����í�FRV"L)].

Lagrange’s equation of motion,

 
d
dt

�KE
�� i

– �KE
��i

+ �PE
��i

= Mi

is then implemented as follows:

Thigh

 
�KE
��T

= IT�T +mTdT vHxcos�T + vHysin�T( )+
  mL [(vHx + !T LT cosT + !L dL cos"L)(LT cos"T) + (vHy + !T LT sin"T + !L dL sin"L)(LT sin"T)]

 d
dt

�KE
��T

= IT�T +mTdT aHxcos�T � vHx�Tsin�T + aHy sin�T + vHy�T cos�T( )
  + mL [(vHx + !T LT cos"T + !L dL cos"L)(í/T !T sin"T)

  + (aHx + #T LT cos"T�í�!T
2 LT sin"T + #L dL cos"L�í�!L

2 dL sin"L)(LT cos"T)

  + (vHy + !T LT sin"T + !L dL sin"L)(LT !T cos"T)

  + (aHy + #T LT sin"T + !T
2 LT cos"T + #L dL sin"T + !L

2 dL cos"L)(LT sin"T)]

  = IT #T + mT dT [(aHx + vHy !T) cos"T + (aHy�í�vHx !T) sin"T]

  + mL [LT
2 #T + (vHx + !L dL cos"L)(í/T !T sin"T)

  + (aHx + #L dL cos"L�í�!L
2 dL sin"L)(LT cos"T) + (vHy + !T

2 dL sin"L)(LT !T cos"T)

  + (aHy + #L dL sin"L + !L
2 dL cos"L)(LT sin"T)]

  = (IT + mL LT
2) #T + mT dT [(aHx + vHy !T) cos"T + (aHy�í�vHx !T) sin"T]

  + mL [LT !T (vHy cos"T�í�vHx sin"T) + LT (aHx cos"T + aHy sin"T)

  + LT dL !T !L sin("L�í�"T) + LT dL #L cos("L�í�"T) í�LT dL !L
2 sin("L�í�"T)]

  = (IT + mL LT
2) #T + mL LT dL [#L cos("L�í�"T��í�!T

2 sin("L�í�"T) + !T !L sin("L�í�"T)]

  + (mTdT + mL LT) [(aHx + vHy !T) cos"T + (aHy í�vHx !T) sin "T)]

 �KE
��T

= mTdT� T �vHxsin�T + vHycos�T( )
  + mLLT [(vHx + !T LT cos"T + !L dL cos"L)(í!T LT sin"T)

   + (vHy + !T LT sin"T + !LdL sin"L)(!T LT cos"T)] 

  = mT dT !T (vHy cos"T í�vHx sin"T) + mL LT !T (vHy cos"T í�vHx sin"T)

  + mLLTdL !T !L (cos"T sin"L í�VLQ"T cos"L)

  = !T (mT dT + mLLT)(vHy cos"T í�vHx sin"T) + mLLT dL !T !L sin("L í�"T)

 �PE
��T

= g mTdT +mLLT( )sin�T

Leg/Foot

 �KE
�� L

= IL� L +mL vHx +�T LTcos�T +� LdLcos�L( ) dL cos�L( )�� ��
  + (vHy + !TLT sin"T + !L dL sin"L)(dL sin"L)]
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 d
dt

�KE
�� L

= IL� L +mL vHx +�T LTcos�T +� LdLcos�L( ) –dL� L sin�L( )�� ��
   + (aHx + #T LT cos"T�í�!T

2 LT sin"T + #LdL cos"L�í !L
2 dL sin"L)(dL cos"L)

   + (vHy + !T LT sin"T + !L dL sin"L)(dL !L cos"L) + (aHy + #T LT sin"T + !T
2 LT cos"T

   + #L dL sin"L + !L
2 dL cos"L)(dL sin"L)

  = IL #L + mLdL [(aHx + vHy !L) cos"L + (aHy�í�vHx !L) sin"L]

   + mL [#T LT dL cos("L�í�"T) + !T
2 LT dL sin("L�í�"T) + #LdL

2�í�LTdL !T !L sin("L�í�"T)]

  = IL #L + mL dL [(aHx + vHy !L) cos"L + (aHy�í�vHx !L) sin"L]

   + mLLT dL [#T cos("L�í�"T) + !T
2 sin("L�í�"T��í�!T !L sin("L�í�"T)]

 �KE
��L

= mL vHx +�T LTcos�T +� LdLcos�L( ) –� LdL sin�L( )�� ��
  + (vHy + !T LT sin"T + !L dL sin"L)(!L dL cos"L) = mL [dL !L (vHy cos"L�í�vHx sin"L)

  + LTdL !T !L (sin"T cos"L�í�FRV"T sin"L)] = mL [dL !L (vHy cos"L�í�vHx sin"L) 

  í�LT dL !T !L sin("T�í�"L)]

 
�PE
��L

= gmLdLsin�L

Thus, applying Lagrange’s equation yields:

Thigh

 (IT + mLLT
2) #T + mLLTdL [#L cos("L�í�"T) í�!L

2 sin("L�í�"T) + !T !L sin("L�í�"T)]

 + (mTdT + mLLT) [(aHx + vHy !T) cos"T + (aHy�í�vHx !T) sin"T)]

� í�>!T (mTdT + mLLT)(vHy cos"T�í�vHx sin"T) + mLLTdL !T !L sin("L�í�"T)]

 + g(mTdT + mLLT) sin"T

� ĺ��IT + mLLT
2) #T + mLLTdL [#L cos("L�í�"T) í�!L

2 sin("L�í�"T)]  
 + (mTdT + mLLT)[aHx cos"T + (aHy + g) sin"T] = 0 �*���

E5144/Robertson/FigG.1a.c/415072,415175-176/alw/r1-pulled 

 ŸFigure G.1 The hip position, thigh position, and leg/foot position each have different effects 
on the mass centers.
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Leg/Foot

 IL aL + mLdL [(aHx + vHy !L) cos"L + (aHy í�vHx !L) sin"L]

 + mLLTdL [#T cos("L�í�"T) + !L
2 sin("L�í�"T��í�!T !L sin("L�í�"T)]

� í�mL [dL !L (vHy cos"L�í�vHx sin"L) + LTdL !T !L sin("T�í�"L)] + g mLdL sin"L = 0

� ĺIL #L + mLdL[LT #T cos("L�í�"T) + LT !T
2 sin("L�í�"T) + aHx cos"L + (aHy + g) sin"L] = 0 �*���
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Appendix H

Discrete Fourier Transform 
Subroutine

This is the BASIC code to calculate the power spectrum, power(), of a time series, h(numpnts), where numpnts 
LV�WKH�QXPEHU�RI�GDWD�LQ�K��$UUD\V�V����F���KROG�WKH�FRHI¿FLHQWV�RI�WKH�VLQH�DQG�FRVLQH�IXQFWLRQV��7KHUH�ZLOO�EH�
RQO\�P�YDOXHV�LQ�WKH�DUUD\V�V����F����DQG�SRZHU����7KH�PHWKRG�XVHG�LV�VORZ�EXW�VLPSOH�

DIM s(numpnts), c(numpnts), h(numpnts), power(numpnts)

pi = 3.14159265

w = (2 * pi) / numpnts

m = numpnts / 2 + 1

)25�N� ���72�P

k1w = (k - 1) * w

)25�M� ���72�QXPSQWV

alpha = k1w * (j - 1)

s(k) = s(k) + h( j) * SIN(alpha)

c(k) = c(k) + h( j) * COS(alpha)

1(;7�M

s(k) = 2 * s(k)

c(k) = 2 * c(k)

power(k) = s(k)^2 + c(k)^2

1(;7�N
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Appendix I

Shannon’s Reconstruction 
Subroutine

This is the BASIC code to implement Shannon’s formula for reconstructing data at sampling rates above the 
Nyquist rate.

‘olddelta = original sampling rate

‘newdelta = new sampling rate

‘samptime = duration of the trial

‘fc = Nyquist frequency

‘newpoints = number of reconstructed data points

‘oldpoints = original number of points

‘d!(n) = nth point of the original signal

‘s!(i) = ith point in the reconstructed signal

pi = 3.14159265

samptime = (oldpoints - 1) * olddelta

newpoints = samptime/newdelta

fc = 1/(2 * olddelta)

fc2 = 2 * fc

FOR i = 1 To newpoints

t = (i - 1) * newdelta

FOR n = 1 To oldpoints

IF (t - (n - 1) * olddelta) <> 0 Then

m = sin(fc2 * pi * (t - (n - 1) * olddelta))/(pi * t - (n - 1) * olddelta))

ELSE

m = 1/olddelta

END IF

newdata(i) = newdata(i) + olddata(n) * m

NEXT n

newdata(i) = newdata(i) * olddelta

NEXT I
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Example Answers

CHAPTER 3

Example 3.1

 mthigh = Pthigh mtotal = 0.100 ! 80.0 = 8.00 kg

Example 3.2

 xcg  �í��������������>����í��í������@� �í�����FP

 ycg  ��������������������í������� ������FP

1RWLFH� WKDW� WKH�FRRUGLQDWHV�RI� WKH� WKLJK¶V�FHQWHU�RI�
JUDYLW\��í������������PXVW�IDOO�EHWZHHQ�WKH�WZR�HQGSRLQWV��
&DUHIXOO\�SUHVHUYH�WKH�VLJQV�RI�WKH�FRRUGLQDWHV�GXULQJ�
WKH�FRPSXWDWLRQV��7KHVH�FRRUGLQDWHV�ZHUH�WDNHQ�IURP�
IUDPH����RI�WDEOH�����

Example 3.3

lthigh = 7.3– –12.80( )�� ��
2
+ 46.8 – 83.3( )2 = 41.67 cm

 kcg = Kcg(thigh) ! Lthigh  �������!������� 
�  �������FP� ��������P

,Q�H[DPSOH������WKH�WKLJK�PDVV�ZDV�FDOFXODWHG�WR�EH�
8.00 kg.

 Icg = mk� = 18.00 !��������� �������NJāP�

1RWLFH�WKDW�WKH�UDGLXV�RI�J\UDWLRQ�(kcg) ZDV�FDOFXODWHG�
EHIRUH�WKH�PRPHQW�RI�LQHUWLD�FRXOG�EH�FRPSXWHG��7KLV�
LQ�WXUQ�UHTXLUHG�FDOFXODWLQJ�WKH�WKLJK�VHJPHQW¶V�OHQJWK�
(Lthigh). $OVR�QRWLFH�WKDW�WKH�XQLWV�RI�WKH�UDGLXV�RI�J\UDWLRQ�
ZHUH�FRQYHUWHG�WR�PHWHUV�EHIRUH�VTXDULQJ�

7R�FRPSXWH�WKH�PRPHQW�RI�LQHUWLD�DERXW�WKH�SUR[LPDO�
HQG�RI�WKLV�WKLJK��ZH�PXVW�DSSO\�WKH�SDUDOOHO�D[LV�WKHRUHP�
DIWHU�¿UVW�FRPSXWLQJ�WKH�GLVWDQFH�IURP�WKH�WKLJK�FHQWHU�
WR�WKH�SUR[LPDO�HQG��7KLV�GLVWDQFH�LV�FDOOHG�rproximal.

 rproximal  �������! Lthigh  �������!������� � 
� ������FP� ��������P

 Iproximal = Icg ��mthigh r
�
p roximal  ��������������� 

 !��������� �������NJāP�

1RWLFH� WKDW� WKH�PRPHQW�RI� LQHUWLD�DERXW� WKH�SUR[L-
PDO�HQG�LV�ODUJHU�WKDQ�WKDW�DERXW�WKH�FHQWHU�RI�JUDYLW\��

7KH�PRPHQW�RI�LQHUWLD�LV�DOZD\V�VPDOOHVW�DERXW�DQ�D[LV�
WKURXJK�WKH�FHQWHU�RI�JUDYLW\�

CHAPTER 4
Example 4.1
7KH�LVVXH�ZLWK�GUDZLQJ�WKH�ZLQG�LV�WKDW�ZH�DUH�XQDEOH�
WR�ORFDWH�LWV�FHQWHU�RI�SUHVVXUH��7KLV�LV�WKH�VDPH�SUREOHP�
ZLWK�)%'V�RI�VZLPPHUV�DQG�F\FOLVWV�

CHAPTER 5
Example 5.1a
7KH�)%'�IRU�WKLV�H[DPSOH�LV�DOPRVW�WKH�VDPH�DV�¿JXUH�
����d�� H[FHSW� WKDW� LQ� WKH� )%'� IRU� WKLV� H[DPSOH�ZH�
LQFOXGHG� WKH� IRUFHV� RI� JUDYLW\� DQG� WKH� YHUWLFDO�*5)��
1RWH� WKDW�X�� DQG�Y�D[HV�KDYH�EHHQ�GUDZQ� WR� LQGLFDWH�
SRVLWLYH� GLUHFWLRQ��)RU� WKH� VDNH�RI� H[DPSOH�� QRWH� WKDW�
WKH�KRUL]RQWDO�DFFHOHUDWLRQ��í���P�V���LV�GUDZQ�ZLWK�DQ�
DUURZ�LQ�WKH�QHJDWLYH�KRUL]RQWDO�GLUHFWLRQ��WR�WKH�OHIW��
ZLWK�D�SRVLWLYH����P�V���6LPLODUO\�QRWH�WKDW�WKH�DQJXODU�
DFFHOHUDWLRQ�LV�GUDZQ�LQ�D�QHJDWLYH��FORFNZLVH��GLUHFWLRQ�
ZLWK�D�SRVLWLYH����UDG�V��YDOXH��,Q�WKHVH�WZR�FDVHV��LW�LV�
DOVR�DFFHSWDEOH�WR�GUDZ�WKHP�SRLQWLQJ�LQ�WKH�RSSRVLWH�
GLUHFWLRQV�ZLWK�QHJDWLYH�YDOXHV�

K

64 m/s2

28 rad/s2

d

GRFV

mg

X

Y

$V�LQGLFDWHG�E\� WKH�JUD\�DUURZV�� WKH�XQNQRZQV� LQ�
WKLV�GLDJUDP�DUH�WKH�YHUWLFDO�GRF��WKH�IRUFH�K��DQG�WKH�
GLVWDQFH�d��EHWZHHQ�K¶V�OLQH�RI�DFWLRQ�DQG�WKH�FHQWHU�RI�
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WKH�EDOO��:H�VWDUW�E\�VROYLQJ�IRU�WKH�IRUFHV�LQ�WKH�YHUWL-
FDO�GLUHFWLRQ�EHFDXVH�WKH\�DUH�WKH�VLPSOHVW�LQ�WKLV�FDVH�

 "Fy = may

 GRFy�í�PJ� �PDy

� ¡ GRFy í�������NJ�������P�V
��� ��

 ¡ GRFy  ������1

7KLV�LV�WKH�H[SHFWHG�UHVXOW�ZKHQ�WKH�JURXQG�LV�VLPSO\�
VXSSRUWLQJ�WKH�ZHLJKW�RI�WKH�EDOO�

:KHQ�VROYLQJ�IRU�WKH�KRUL]RQWDO�IRUFH�K��QRWH�WKDW�WKH�
)%'�LV�XVHG�WR�GHWHUPLQH�WKDW�K VKRXOG�KDYH�D�PLQXV�
VLJQ�EHFDXVH�LW�SRLQWV�WR�WKH�OHIW��í[���7KDW�ZH�FDOFXODWHG�
D�SRVLWLYH�K PHDQV�WKDW�WKH�IRUFH�DFWV�LQ�WKH�GLUHFWLRQ�
GUDZQ�LQ�WKH�)%'��ZKLFK�PHDQV�WKH�IRUFH�LV�GLUHFWHG�LQ�
WKH�QHJDWLYH�x�GLUHFWLRQ�

 "Fx = max

� íK = max

� ¡�íK  �������NJ��í���P�V��

� ¡ K  ������1

$V�LV�VWDQGDUG�LQ�KXPDQ�PRYHPHQW�SUREOHPV��ZH�FDOFXODWH�
PRPHQWV�DERXW�WKH�EDOO¶V�PDVV�FHQWHU��7KH�)%'�VKRZV�WKDW�
WKHUH�LV�RQO\�RQH�IRUFH��K��ZKLFK�GRHV�QRW�DFW�WKURXJK�WKH�
PDVV�FHQWHU��,WV�PRPHQW�HTXDOV�WKH�SURGXFW�Kd��:H�ZULWH�
WKLV�WHUP�GRZQ�DQG�WKHQ�SXW�D�QHJDWLYH�VLJQ�LQ�IURQW�RI�LW�
EHFDXVH�WKLV�PRPHQW�FDXVHV�D�clockwise �QHJDWLYH��HIIHFW��
7KLV�VRPHZKDW�WULFN\�SDUW�UHTXLUHV�YLVXDOL]DWLRQ��,PDJLQH�
WKH�PDVV�FHQWHU�DV�D�¿[HG�SRLQW�DQG�REVHUYH�WKDW�WKH�IRUFH�
K WXUQV�DERXW�WKH�PDVV�FHQWHU�LQ�D�FORFNZLVH�IDVKLRQ�

 "M = I#

� íK(d) = I#

 
� d

0.04 kg �m2( ) –28 rad / s2( )
16 N

= –0.070 m

7KH�GLVWDQFH��d��WR�WKH�IRUFH�LV�QHJDWLYH��LQGLFDWLQJ�WKDW�
WKH�EDOO�ZDV�NLFNHG�EHORZ�WKH�PDVV�FHQWHU�

Example 5.1b
7KH�)%'�LV�DOPRVW�WKH�VDPH�DV�LQ�WKH�SUHYLRXV�H[DPSOH��
H[FHSW�IRU�WKH�DGGLWLRQ�RI�WKH�KRUL]RQWDO�WHH�IRUFH��1RWH�
WKDW�WKH�WHH�IRUFH�KDV�D�SRVLWLYH�VLJQ�

 "Fx = max

� í.���)T = max

� ¡�íK ����1� �������NJ��í���P�V��� �í���1

� ¡ K  ������1

7KLV�LV�WKH�ORJLFDO�UHVXOW��7KH�NLFNLQJ�IRUFH�ZDV�WKH�VXP�
RI�WKH�WHH�IRUFH�DQG�WKH�EDOO¶V�UHDFWLRQ�

E5144/Robertson/Example5.1b,fig ANS.2/414931/alw/r2-pulled 

GRFV

MA

GRFAP X

Y
mg

1.2 m

3 m/s2

E5144/Robertson/Example5.1a,fig ANS.1/414930/alw/r2-pulled 

K

64 m/s2

28 rad/s2

d

GRFV

mg

X

Y

,Q�VXPPLQJ�PRPHQWV�DERXW�WKH�PDVV�FHQWHU��QRWH�WKDW�
WKH�PRPHQW�RI�WKH�IRUFH�K LV�QHJDWLYH��DV�EHIRUH��EXW�WKDW�
WKH�PRPHQW�RI�WKH�IRUFH�FT LV�SRVLWLYH�

 "M = I#

� í.�G����)T������P�� �I#

 � d
0.04 kg �m2( ) –28 rad / s2( ) – 4 0.15 m( )

16 N

�  �í�������P

7KXV��WKH�IRUFH�ZDV�ORZHU�RQ�WKH�EDOO�LQ�WKLV�LQVWDQFH�

Example 5.2
7KLV�LV�DQ�DSSDUHQWO\�FRPSOH[�VLWXDWLRQ�UHVROYDEOH�ZLWK�
DQ�)%'��LQ�IDFW��LW�LV�YHU\�VLPLODU�WR�RXU�IRRWEDOO�H[DPSOH��
7R�GUDZ�WKLV�FRUUHFWO\��ZH�VKRXOG�¿UVW�LGHQWLI\�WKH�IRUFHV�
LQYROYHG��ERG\�ZHLJKW��JUDYLW\���WKH�XQNQRZQ�*5)V��DQG�
WKH�UHDFWLRQ�RI�D�ERG\�PDVV�EHLQJ�DFFHOHUDWHG��7KHUH�LV�
DOVR�DQ�XQNQRZQ�DQNOH�PRPHQW��MA. ,Q�WKH�)%'��WKH\�
ORRN�OLNH�WKLV�
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%HFDXVH�WKH�FRPPXWHU�PDLQWDLQV�D�VWLOO�SRVWXUH��KHU�
ERG\¶V� DQJXODU� DFFHOHUDWLRQ� LV� �� UDG�V��7KH�XQNQRZQ�
UHDFWLRQV�GRFx, GRFy, DQG�MA DUH� DW� WKH�ÀRRU�� WKH\�
DUH�GUDZQ�LQ�SRVLWLYH�FRRUGLQDWH�V\VWHP�GLUHFWLRQV�DQG�
GHWHUPLQHG�ZLWK�RXU�WKUHH�HTXDWLRQV�RI�PRWLRQ�

 "Fx = max

 GRFx = max

� ¡ GRFx  �����NJ����P�V
��� �������1

 "Fy = may

 GRFy�í�PJ� �PDy

� ¡ GRFy í�����NJ�������P�V
��� ��

� ¡ GRFy  �����1

%RWK�RI�WKHVH�UHDFWLRQV�DUH�SRVLWLYH��LQGLFDWLQJ�WKDW�WKH\�
DFW�LQ�WKH�GLUHFWLRQV�GUDZQ�

:H�ZLOO�DJDLQ�VXP�PRPHQWV�DERXW�WKH�PDVV�FHQWHU��
1RWH�WKDW�ZH�KDYH�GUDZQ�WKH�XQNQRZQ�PRPHQW�MA LQ�D�
FRXQWHUFORFNZLVH�GLUHFWLRQ��VR�LW�LV�SRVLWLYH�LQ�WKH�¿UVW�
HTXDWLRQ� EHORZ��7KH�PRPHQW� RI� WKH� YHUWLFDO�GRFy LV�
]HUR�DQG�WKH�PRPHQW�RI�WKH�KRUL]RQWDO�GRFx LV�SRVLWLYH�
EHFDXVH�LW�SRLQWV�FRXQWHUFORFNZLVH�DERXW�WKH�PDVV�FHQWHU�

 "M = I#

 MA���*5)x�����P�� �I#

� ¡ MA �������1������P�� ������NJāP�����UDG�V��

� ¡ MA  �í����1āP

7KLV� LV� D� ODUJH� DQNOH�PRPHQW��ZKLFK� LV�ZK\� VXGGHQ�
VXEZD\�VWDUWV�XVXDOO\�FDXVH�SHRSOH�WR�HLWKHU�WDNH�D�VWHS�
RU�JUDE�D�KDQGOH�

Example 5.3
7KH�)%'�RI�WKH�UDFNHW�LV�TXLWH�VLPSOH��7KH�RQO\�WULFN\�
SDUW�LV�WKDW�WKH�KDQG�KDV�DQ�XQNQRZQ�DFWLRQ��7KHUHIRUH��
ZH�PXVW� GUDZ� XQNQRZQ� DFWLRQV� LQ� HDFK� FRRUGLQDWH�
V\VWHP�GLUHFWLRQ�

6ROYLQJ�RXU�WKUHH�HTXDWLRQV�RI�PRWLRQ�

 "Fx = max

 FHx  ������NJ����P�V
��

� ¡ FHx = 0 N

 "Fy = may

 FHy  ������NJ�����P�V
��� ����1

 "M = I#

 MH�í�)Hy������P�í������P�� ������NJāP
������UDG�V��

� ¡ MH  �����1�������P�í������P�� 
� �������NJāP������UDG�V��� �����1āP

$�PRPHQW�LV�WKH�UHVXOW�RI�D�IRUFH�FRXSOH��WKDW�LV��WZR�HTXDO��
RSSRVLWH��QRQFROOLQHDU�IRUFHV��:H�FDQ�DVVXPH�WKDW�WKH�KDQG�
DUHD�E\�WKH�IRUH¿QJHU�LV�SXVKLQJ�WKH�UDFNHW�KDQGOH�IRUZDUG�
DQG�WKH�DUHD�RI�WKH�OLWWOH�¿QJHU�LV�SXOOLQJ�LW�EDFNZDUG�

E5144/Robertson/Example5.3,fig ANS.3/414932/alw/r2-pulled 

FHx

FHy

MH

10 rad/s2

X

Y

0.35 m

0.07 m

32 m/s2

E5144/Robertson/Example5.3,fig ANS.4/414933/alw/r1-pulled 

5.5 N·m

0.06 m

R

R

=

E5144/Robertson/Example5.3,fig ANS.4/414933/alw/r1-pulled 

5.5 N·m

0.06 m

R

R

=

E5144/Robertson/Example5.3,fig ANS.4/414933/alw/r1-pulled 

5.5 N·m

0.06 m

R

R

=

,I�WKHVH�SRLQWV�DUH�DERXW���FP�DSDUW��ZH�FDQ�HVWLPDWH�
WKDW�HDFK�PHPEHU�RI�WKH�IRUFH�FRXSOH�LV�DERXW������1�

Example 5.4
:H�KDYH�PHDVXUHG�WKH�HQGSRLQWV�RI�WKH�REMHFW�ZLWK�RXU�
FDPHUD� DQG� GHWHUPLQHG�
ZKHUH� WKH�REMHFW¶V�PDVV�
FHQWHU� LV� ORFDWHG��:H�
VWDUW� E\� UHGUDZLQJ� RXU�
)%'�ZLWK� WKH� GLVWDQFHV�
LQ�WKH�X�DQG�Y�GLUHFWLRQV�
EHWZHHQ� WKH� IRUFHV� DQG�
WKH�PDVV� FHQWHU�� DERXW�
ZKLFK�ZH� DUH� JRLQJ� WR�
FDOFXODWH� WKH�PRPHQWV�
RI�IRUFH�

E5144/Robertson/Example5.4,fig ANS.5/414934/alw/r3-pulled 

MZ

RX

Ry

3 m/s2

5 m/s2

700 N

50 N

mg
0.44 m

0.26 m

0.15 m
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:H�WKHQ�DSSO\�WKH�WKUHH�HTXDWLRQV�RI���'�PRWLRQ�

 "Fx = max

 Rx �����1� ����NJ����P�V
��

� ¡ Rx  �í�����1

1RWH�WKDW�Rx LV�QHJDWLYH��7KLV�PHDQV�WKDW�WKH�
IRUFH�SRLQWV�LQ�WKH�GLUHFWLRQ�RSSRVLWH�WR�WKDW�
VKRZQ�LQ�WKH�)%'�

 "Fy = may

 Ry ������1�í�PJ� ����NJ����P�V
��

� ¡ Ry  �í����1������NJ�������P�V
��� 

� �����NJ����P�V��� �í������1

$V�ZLWK�Rx, RXU�FDOFXODWHG�YDOXH�IRU�Ry LV�
QHJDWLYH�� LQGLFDWLQJ� WKDW� LW� SRLQWV� GRZQ-
ZDUG��WKH�RSSRVLWH�RI�ZKDW�ZH�GUHZ�LQ�WKH�
)%'�

,Q�ZULWLQJ�RXU�PRPHQW�HTXDWLRQ��ZH�¿UVW�ZULWH�GRZQ�
DOO�WKH�WHUPV�DQG�WKHQ�GHFLGH�ZKHWKHU�HDFK�WHUP�LV�SRVL-
WLYH�RU�QHJDWLYH�DFFRUGLQJ�WR�WKH�ULJKW�KDQG�UXOH�

 "MZ = I#

 MZ ������1�������P��í������1�������P� 
� í�Rx������P����Ry������P� 
�  ������NJāP������UDG�V��

:H�WKHQ�VXEVWLWXWH�WKH�QXPHULFDO�YDOXHV�IRU�Rx DQG�Ry 
WKDW�ZH� FDOFXODWHG�SUHYLRXVO\��1RWH� WKDW�ZH�SXW� WKHVH�
LQ� SDUHQWKHVHV�ZLWK� WKHLU� QHJDWLYH� VLJQV� WR� SUHVHUYH�
WKH� VLJQV� WKDW� ZH� GHWHUPLQHG� IRU� WKH� VLJQV� RI� WKH� 
PRPHQWV�

� ¡ MZ ������1�������P��í������1�������P� 
� í��í���1�������P�����í����1�������P� 
�  ������NJāP������UDG�V��

:H�WKHQ�EULQJ�DOO�WHUPV�EXW�RXU�XQNQRZQ�PRPHQW�MZ to 
WKH�ULJKW�KDQG�VLGH�RI�WKH�HTXDWLRQ�DQG�VROYH�

� ¡ MZ  �í����1�������P���������1�������P� 
� ���í���1�������P� 
� í��í����1�������P���������NJāP������UDG�V�� 
�  �����1āP

Example 5.5
7KH�)%'�LV

 "Fx = max

 Rx í�����1� ������NJ��í����P�V
��

 ¡ Rx  �����1

7KH�H[DFW�YDOXH�LV��������1��EXW�LW�URXQGV�WR�����1��7KH�
FUDQN� LV� VR� OLJKW� WKDW� LWV�PDVV�DFFHOHUDWLRQ�SURGXFW� LV�
QHJOLJLEOH��7KH�VDPH�WKLQJ�KDSSHQV�LQ�WKH�y�GLUHFWLRQ�

 "Fy = may

 Ry í�����1�í������NJ�������P�V
�� 

�  ������NJ��í����P�V��

 ¡ Ry = 801 N

$JDLQ��LW�LV�KHOSIXO�ZKHQ�FDOFXODWLQJ�PRPHQWV�WR�UHGUDZ�
WKH�)%'�ZLWK�GLVWDQFHV�EHWZHHQ�SRLQWV�

E5144/Robertson/Example5.5,fig ANS.6/414936/alw/r1-pulled 

Note; Image 23 picas wide

MZ

RX

Ry

mg

800 N

200 N

−0.4 m/s2

−0.7 m/s2

(0.473, 0.398) m

(0.542, 0.358) m

(0.625, 0.310) m

E5144/Robertson/Example5.5,fig ANS.7/414937/alw/r1-pulled 

MZ

Rx

Ry

mg0.048 m

0.040 m

800 N

200 N

0.083 m

0.069 m

−0.4 m/s2

−0.7 m/s2
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 "M = I#

 MZ�í�5x�������P��í�Ry�������P� 
� í������1��������P��í������1��������P� 
�  ��������NJāP������UDG�V��

 ¡ MZ  ������1��������P���������1��������P� 
� �������1��������P� 
� �������1��������P���������NJāP������UDG�V

��

 ¡ MZ  �������1āP

Example 5.6
,Q�WKLV�H[DPSOH�ZH�QHHG�RQO\�WR�VHFWLRQ�WKH�DUP�DW�WKH�
VKRXOGHU�DQG�DQDO\]H�WKDW�RQH�SLHFH��%HFDXVH�WKLV�LV�D�
VWDWLF�FDVH��WKH�ma DQG�I#�WHUPV�DUH�]HUR��7R�FRQVWUXFW�WKH�
)'%��ZH�VHFWLRQ�WKH�DUP�DQG�GUDZ�WKH�WKUHH�XQNQRZQV�DW�
WKH�VKRXOGHU�MRLQW��:H�DOVR�GUDZ�WKH�ZHLJKW�RI�WKH�XSSHU�
DUP��IRUHDUP��DQG�KDQG�

ZULWH�GRZQ�WKH�SURGXFWV�RI�IRUFHV�DQG�GLVWDQFHV�DQG�WKHQ�
HVWDEOLVK�WKH�VLJQ�RI�HDFK�PRPHQW�

 "Mz = 0

 MS�í�:U������P��í�:F������P��í�:H������P�� ��

 ¡ MS = :U������P����:F������P����:H������P�

 ¡ MS  ����NJ�������P�V
��������P� 

� �����NJ�������P�V��������P� 
� �����NJ�������P�V��������P�� ������1āP

Example 5.7
7KH�)%'�LV�DOPRVW�LGHQWLFDO� WR�WKH�SUHYLRXV�H[DPSOH��
H[FHSW�IRU�WKH�DGGHG�ZHLJKW�:1�

E5144/Robertson/Example5.6,fig ANS.8/414938/alw/r1-pulled 

WU WF WH

SX

Sy

MS

X

Y

0.30 m

0.10 m

0.42 m

7R�VROYH�IRU�WKH�WKUHH�XQNQRZQV�

 "Fx = max

 Sx = 0 N

 "Fy = may

 Sy�í�:U�í�:F�í�:H = 0

 ¡ Sy� �:U���:F���:H

 ¡ Sy  ����NJ�������P�V
��������NJ�������P�V��� 

� �����NJ�������P�V��� ������1

,Q�WKLV�H[DPSOH��LW�LV�FRQYHQLHQW�WR�FDOFXODWH�PRPHQWV�
DERXW�WKH�VKRXOGHU��2QFH�DJDLQ��WKH�SURFHGXUH�LV�¿UVW�WR�

E5144/Robertson/Example5.7,fig ANS.9/414939/alw/r3-pulled 

WU WF WH

SX

Sy

MS

W1

0.30 m

0.10 m

0.42 m

X

Y

6ROYLQJ�IRU�WKH�WKUHH�XQNQRZQV�

 "Fx = max

 Sx = 0 N

 "Fy = may

 Sy�í�:U�í�:F�í�:H�í�:1 = 0

 ¡ Sy� �:U���:F���:H���:1

 ¡ Sy  ����NJ�������P�V
��������NJ�������P�V�� 

� �����NJ�������P�V�� 
� �����NJ�������P�V��� ������1

7KLV� LV� WKH�H[SHFWHG�FKDQJH� �FRPSDUHG�ZLWK�H[DPSOH�
�����RI�DERXW����1�
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2QFH�DJDLQ��WR�VXP�WKH�PRPHQWV��ZH�¿UVW�ZULWH�GRZQ�
HDFK�PRPHQW��WKHQ�HVWDEOLVK�LWV�VLJQ�

 "M = 0

 MS�í�:U������P��í�:F������P� 
� í��:H���:1�������P�� ��

 ¡ MS = :U������P����:F������P� 
� ���:H���:1�������P�

 ¡ MS  ����NJ�������P�V
��������P� 

� ����NJ�������P�V��������P� 
� �����NJ�����NJ�������P�V��������P�� ������1āP

Example 5.8
7KH�)%'�RI�WKH�IRUHDUP�LV�DJDLQ�VLPLODU�WR�WKH�SUHYLRXV�
H[DPSOH��:H�GUDZ�WKH�QHZ�XQNQRZQV�DW�WKH�HOERZ�MRLQW�
LQ�D�SRVLWLYH�VHQVH�DQG�FDOFXODWH�WKH�GLVWDQFHV�IURP�WKH�
IRUFHV�WR�WKH�HOERZ�

 ¡ ME� �:F������P����:H������P�

 ¡ ME  ����NJ�������P�V��������P� 
� �����NJ�������P�V��������P�� �����1āP

7R� VROYH� IRU� WKH� XSSHU� DUP�� WKH�PHWKRG� RI� VHFWLRQV�
UHTXLUHV� WKDW�ZH�GUDZ� WKH�XSSHU� DUP�ZLWK� IRUFHV� DQG�
PRPHQWV�DW�WKH�HOERZ�KDYLQJ�GLUHFWLRQV�HTXDO�EXW�RSSR-
VLWH�WR�WKRVH�RQ�WKH�IRUHDUP�

E5144/Robertson/Example5.8,fig ANS.10/414940/alw/r1-pulled 

WF WH

EX

Ey

ME

X

Y
0.20 m

0.08 m

6ROYLQJ�IRU�WKH�WKUHH�XQNQRZQV�

 "Fx = max

 Ex = 0 N

 "Fy = may

 Ey�í�:F�í�:H = 0

 ¡ Ey� �:F���:H

 ¡ Ey  ����NJ�������P�V
��������NJ�������P�V��� ������1

,W�LV�FRQYHQLHQW�WR�FDOFXODWH�PRPHQWV�DERXW�WKH�HOERZ�

 "M = 0

 ME�í�:F������P��í�:H������P�� ��

E5144/Robertson/Example5.8,fig ANS.11/414941/alw/r2-pulled 

WU

S
X

Ey = 39.2 N

ME = 4.31

EX = 0

Sy

M
S

X

Y
0.22 m

0.10 m

 "Fx = ma

 Sx�í�(x = 0

 ¡ Sx = 0 N

 "FY = ma

 Sy�í�:U�í�(y = 0

 ¡ SY� �:U���(y

� ¡ SY  ����NJ�������P�V
����������1� ������1

7KLV�LV�WKH�VDPH�YDOXH�ZH�KDG�FDOFXODWHG�HDUOLHU��6XP-
PLQJ�WKH�PRPHQWV�DERXW�WKH�VKRXOGHU�

 "M = 0

 MS�í�0E�í�:U������P��í�Ey������P�� ��

 ¡ MS = ME���:U������P����Ey������P�

 ¡ MS  ������1āP������NJ�������P�V
��������P� 

� ��������1�������P�� �������1āP

7KLV�LV�DOVR�WKH�VDPH�YDOXH�WKDW�ZH�FDOFXODWHG�HDUOLHU�
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Example 5.9
7KH�)%'�RI�WKH�IRRW�

7KLV� LV� D� YHU\� VPDOO� MRLQW�PRPHQW�� $OWKRXJK� LW� LV�
HVVHQWLDOO\�]HUR��EHFDXVH�LW�LV�SRVLWLYH�LW�LV�D�GRUVLÀH[RU�
PRPHQW��DVVXPLQJ�WKH�SHUVRQ�LV�IDFLQJ�WKH�ULJKW�

7KH�)%'�RI�WKH�OHJ�LV�DV�IROORZV��1RWH�WKDW�ZH�SODFHG�
WKH�QXPHULFDO� YDOXHV� IRU� WKH� DQNOH� UHDFWLRQV� LQWR� WKLV�
GLDJUDP�DQG�UHWDLQHG�WKHLU�RULJLQDO�VLJQV�

E5144/Robertson/Example5.9,fig ANS.12/414942/alw/r1-pulled 

MA

AX

Ay

mg

− 4.39 m/s2
 

6.77 m/s2  
0.072 m

0.070 m

6ROYLQJ�IRU�WKH�UHDFWLRQ�IRUFHV�

 "Fx = max

 Ax = mf af

 ¡ Ax  ������NJ��í�����P�V
��� �í����1

 "Fy = may

 Ay�í�Pf g = mf af

 ¡ Ay = mf�J���Pf af

 ¡ Ay  ������NJ�������P�V
�� 

� �������NJ�������P�V��� ������1

%HFDXVH�WKH�IRRW�PDVV�LV�VPDOO��WKH�UHDFWLRQV�DUH�VPDOO�
6ROYLQJ�IRU�WKH�DQNOH�MRLQW�PRPHQW��ZH�VXP�PRPHQWV�

DERXW� WKH�PDVV� FHQWHU�� 7KHUH� DUH� WKUHH�PRPHQWV�� RI�
WKHVH��WKH�DQNOH�PRPHQW�MA LV�SRVLWLYH�EHFDXVH�WKDW�LV�
KRZ�LW�ZDV�GUDZQ��7KH�PRPHQWV�RI�WKH�UHDFWLRQ�IRUFHV�
DUH�ERWK�QHJDWLYH�EHFDXVH�WKH\�WXUQ�FORFNZLVH�DERXW�WKH�
PDVV�FHQWHU�

 "M = I#

 MA�í�$x�������P��í�Ay�������P�� �If #f

 ¡ MA = Ax�������P����Ay�������P����If #f.

:H�QRZ�VXEVWLWXWH�WKH�QXPHULFDO�YDOXHV�RI�WKH�UHDFWLRQ�
IRUFHV�Ax DQG�Ay LQ�SDUHQWKHVHV�VR�WKDW�ZH�SUHVHUYH�WKHLU�
VLJQV�

 ¡ MA  ��í����1��������P����������1��������P� 
� ���������NJāP��������UDG�V��

 ¡ MA  ������1āP

E5144/Robertson/Example5.9,fig ANS.13/414944/alw/r2-pulled 

−4.01 m/s2

2.75 m/s2

0.134 m

0.131 m

0.100 m

19.9 N

−5.3 N

1.01 N·m 

0.102 m

MK

KX

Ky

mg 

 "Fx = max

 Kx�í�$x = mlal

 ¡ Kx = Ax���Plal

 ¡ Kx  �í����1��������NJ��í�����P�V
��� �í�����1

 "Fy = may

 Ky�í�$y�í�Plg = mlal

 ¡ Ky = Ay���Plg���Plal

 ¡ Ky  ������1��������NJ�������P�V
�� 

� �������NJ�������P�V��� ������1

:KHQ�VXPPLQJ�OHJ�PRPHQWV��QRWH�WKDW�WKH�PRPHQWV�RI�
WKH�YHUWLFDO�(y)�IRUFHV�DUH�SRVLWLYH��ZKHUHDV�WKH�PRPHQWV�
RI�WKH�KRUL]RQWDO�(x)�IRUFHV�DUH�QHJDWLYH�

 "M = I#

 MK�í�0A�í�.x�������P����Ky�������P� 
� í�Ax�������P����Ay�������P�� �Il#l

 ¡ MK = MA���.x�������P��í�Ky�������P� 
� ��Ax�������P� 
� í�Ay�������P����Il#l
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1RWH�KRZ�ZH�DJDLQ�VXEVWLWXWH�IRU�WKH�UHDFWLRQ�IRUFHV�WKH�
QXPHULFDO�YDOXHV�LQ�SDUHQWKHVHV�WR�SUHVHUYH�WKHLU�VLJQV�

 ¡ MK  ������1āP����í�����1��������P� 
� í�������1��������P�����í����1��������P� 
� í��������1��������P�����������NJāP���í�����UDG�V��

 ¡ MK  �í����1āP

7KLV�LV�D�VPDOO�NQHH�ÀH[RU�PRPHQW��DVVXPLQJ�WKH�SHUVRQ�
LV�IDFLQJ�WR�WKH�ULJKW�

7KLV� LV� WKH�)%'�RI� WKH� WKLJK��$JDLQ� QRWH� WKDW�ZH�
SODFHG�WKH�QXPHULFDO�YDOXHV�IRU�WKH�NQHH�UHDFWLRQV�LQWR�
WKLV�GLDJUDP�ZLWK�WKH�VDPH�VLJQV�WKDW�WKH\�ZHUH�FDOFX-
ODWHG�DV�KDYLQJ�

 ¡ MH = MK���+x�������P��í�Hy�������P�� 
� ��Kx�������P��í�Ky�������P����It�#t�

 ¡ MH  �í����1āP���������1��������P�� 
� í��������1��������P�����í�����1��������P�� 
� í�������1��������P�����������NJāP��������UDG�V��

 ¡ MH  �í�����1āP

%HFDXVH� WKLV� LV� D� QHJDWLYH� UHVXOW�� LW� LV� D� KLS� H[WHQVRU�
PRPHQW��DVVXPLQJ�WKH�SHUVRQ�LV�IDFLQJ�WR�WKH�ULJKW�

Example 5.10
7KH�IUHH�ERG\�GLDJUDP�RI�WKH�IRRW�LV�WKH�VDPH�DV�IRU�WKH�
VZLQJ�SKDVH�H[FHSW�IRU�WKH�JURXQG�UHDFWLRQ�IRUFHV��:H�
PXVW�EH�FDUHIXO�WR�SODFH�WKH�JURXQG�UHDFWLRQ�IRUFHV�LQ�WKH�
SURSHU�ORFDWLRQ��,W�LV�DOVR�KHOSIXO�WR�GUDZ�WKHP�LQ�WKH�SRVL-
WLYH�GLUHFWLRQ�DQG�SXW�WKHLU�YDOXHV�RQ��SRVLWLYH�RU�QHJDWLYH�
6ROYLQJ�IRU�WKH�UHDFWLRQ�IRUFHV�

E5144/Robertson/Example5.9,fig ANS.14/414945/alw/r2-pulled 

MH

HX

Hy

6.58 m/s2−1.21 m/s2

mg

0.027 m

0.149 m

0.034 m

0.196 m

50.0 N

−14.9 N

−9.1 N·m E5144/Robertson/Example5.10,fig ANS.15/414946/alw/r3-pulled 

MA

AX

Ay
–5.33 m/s2

0.089 m

110 N

720 N

0.026 m

0.097 m

0.040 m

–1.71 m/s2

mg

 "Fx = max

 Hx�í�.x = mtat

 ¡ Hx = Kx���Ptat

 ¡ Hx  �í�����1��������NJ�������P�V
��� ������1

 "Fy = may

 Hy�í�.y�í�Pt g = mtat

 ¡ Hy = Ky���PtJ���Ptat

 ¡ Hy  ������1��������NJ�������P�V
�� 

� �������NJ��í�����P�V��� �������1

 "M = I#

 MH�í�0K�í�+x�������P����Hy�������P�� 
� í�Kx�������P����Ky�������P�� �It�#t�

 "F[ = max

 Ax���*5)x = mf af

 ¡ Ax� �í�*5)x���Pf af

 ¡ Ax = í��í����1��������NJ��í�����P�V��

 ¡ Ax  �������1

 "Fy = may

 Ay���*5)y�í�Pf g = mf af

 ¡ Ay� �í�*5)y���Pf J���Pf af

 ¡ Ay = í��������1��������NJ�������P�V��� 
� ������NJ��í�����P�V��

 ¡ Ay = í������1

%HFDXVH�WKH�IRRW�PDVV�LV�VPDOO��WKH�DQNOH�MRLQW�UHDFWLRQ�
IRUFHV�DUH�QHDUO\�HTXDO�DQG�RSSRVLWH�WR�WKH�JURXQG�UHDF-
WLRQ�IRUFHV��1RWH�WKDW�WKH�YHUWLFDO�UHDFWLRQ�Ay LV�QHJDWLYH��
WKLV�PHDQV�WKDW�WKH�DFWXDO�IRUFH�LV�SXVKLQJ�GRZQ�RQ�WKH�
DQNOH�MRLQW��ZKLFK�LV�D�ORJLFDO�UHVXOW�JLYHQ�WKDW�WKLV�MRLQW�
LV�EHDULQJ�ERG\�ZHLJKW�
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6ROYLQJ�IRU�WKH�DQNOH�MRLQW�PRPHQW��ZH�VXP�PRPHQWV�
DERXW�WKH�PDVV�FHQWHU��7KHUH�DUH�¿YH�PRPHQWV��RI�WKHVH�
WKH�DQNOH�PRPHQW�MA LV�SRVLWLYH�EHFDXVH�RI�KRZ�LW� LV�
GUDZQ��7KH�PRPHQW�RI�WKH�KRUL]RQWDO�MRLQW�UHDFWLRQ�IRUFH�
LV�SRVLWLYH�EHFDXVH�LW�UXQV�FRXQWHUFORFNZLVH�DURXQG�WKH�
PDVV�FHQWHU��KRZHYHU��WKH�PRPHQW�RI�YHUWLFDO�MRLQW�UHDF-
WLRQ�IRUFH�LV�QHJDWLYH�EHFDXVH�LW�WXUQV�FORFNZLVH�DERXW�
WKH�PDVV�FHQWHU��6LPLODUO\��WKH�PRPHQW�RI�WKH�KRUL]RQWDO�
JURXQG�UHDFWLRQ�IRUFH�LV�SRVLWLYH��DQG�WKH�PRPHQW�RI�WKH�
YHUWLFDO�JURXQG�UHDFWLRQ�IRUFH�LV�QHJDWLYH��1RWH�WKDW�WKH�
ORFDWLRQ�RI�WKH�FHQWHU�RI�SUHVVXUH�LV�FULWLFDO�LQ�HVWDEOLVK-
LQJ�WKH�PRPHQW�RI�WKH�YHUWLFDO�*5)��DOVR�QRWH�WKDW�WKH�
PRPHQW�DUP�RI�WKH�PRPHQW�RI�WKH�KRUL]RQWDO�*5)�LV�WKH�
YHUWLFDO�SRVLWLRQ�RI�WKH�PDVV�FHQWHU�EHFDXVH�WKDW�IRUFH�LV�
ORFDWHG�RQ�WKH�JURXQG��L�H���DW�y� �����P��

 "M = I#

 MA í�Ax�������P��í�Ay�������P����GRFx�������P�� 
� í�GRFy�������P�� �If#I

 ¡ MA = Ax�������P����Ay�������P�� 
� í�GRFx�������P����GRFy�������P����If#I

 ¡ MA  ��������1��������P�����í������1��������P�� 
� í��í����1��������P���������1��������P�� 
� ���������NJāP���í�����UDG�V��

 ¡ MA  �í�����1āP

7KLV�LV�D�SODQWDU�ÀH[RU�DFWLRQ��7KH�IUHH�ERG\�GLDJUDP�
RI�WKH�OHJ�LV�VKRZQ�KHUH�

 "Fx = max

 Kx í�Ax = mlal

 ¡ Kx = Ax���Plal

 ¡ Kx  �������1�������NJ�í�����P�V
��

 ¡ Kx  ������1

 "Fy = may

 Ky í�Ay�í�Plg = mlal

 ¡ Ky = Ay���PlJ���Plal

 ¡ Ky  �í������1�������NJ������P�V
���������NJ�í�����P�V��

 ¡ Ky  �í������1

:KHQ� VXPPLQJ� OHJ�PRPHQWV�� QRWH� WKDW� WKH�PRPHQWV�
RI�ERWK�WKH�YHUWLFDO�DQG�KRUL]RQWDO�IRUFHV�DUH�QHJDWLYH�

 "M = I#

 MK í�MA í�Kx�������P��í�Ky�������P�� 
� í�Ax�������P��í�Ay�������P�� �Il#l

 ¡ MK = MA���.x�������P����Ky�������P�� 
� ��Ax�������P����Ay�������P����Il#l

 ¡ MK  �í�����1āP���������1��������P�� 
� ���í������1��������P�����������1��������P�� 
� ���í������1��������P�����������NJāP���í�����UDG�V��

 ¡ MK  �í�����1āP

7KLV�LV�D�NQHH�ÀH[RU�PRPHQW�
7KH� IUHH�ERG\� GLDJUDP�RI�

WKH� WKLJK� LV�DV� IROORZV��$JDLQ�
QRWH� WKDW�ZH� KDYH� SODFHG� WKH�
QXPHULFDO�YDOXHV�IRU�WKH�NQHH�
UHDFWLRQV�LQWR�WKLV�GLDJUDP�ZLWK�
WKH�VDPH�VLJQV�WKDW� WKH\�ZHUH�
FDOFXODWHG�DV�KDYLQJ�

E5144/Robertson/Example5.10,fig ANS.16/414947/alw/r2-pulled 

−710.3 N

−103.6 N

−33.2 N·m

MK

KX

Ky

−1.82 m/s2

0.137 m

0.179 m

0.042 m

−0.56 m/s2

0.054 m 

mg

E5144/Robertson/Example5.10,fig ANS.17/414948/alw/r2-pulled 

−688.1 N

−99.2 N

−68.8 N·m

MH

HX

Hy

1.01 m/s2

0.187 m

0.37 m/s2

0.068 m 

mg

0.142 m

0.052 m
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 "Fx = max

 Hx í�Kx = mlal

 ¡ Hx = Kx���Plal

 ¡ Hx  ������1�������NJ������P�V
��

 ¡ Hx  �������1

 "Fy = may

 Hy í�Ky�í�Plg = mlal

 ¡ Hy = Ky���PlJ���Plal

 ¡ Hy  �í������1�������NJ������P�V
��� 

� ������NJ������P�V��

 ¡ Hy  �í������1

$V�ZKHQ�ZH� VXPPHG� WKH� OHJ�PRPHQWV�� QRWH� WKDW� WKH�
PRPHQWV�RI�ERWK�WKH�YHUWLFDO�DQG�KRUL]RQWDO�IRUFHV�DUH�
QHJDWLYH�

 "M = I#

 MH í�MK í�Hx�������P��í�Hy�������P�� 
� í�Kx�������P��í�Ky�������P�� �It#t

� ¡ MH = MK���+x�������P����Hy�������P�� 
� ��Kx�������P����Ky�������P����It#t

� ¡ MH  �í�����1āP����������1��������P� 
� ���í������1��������P����������1��������P�� 
� ���í�������1��������P�����������NJāP�������UDG�V��

� ¡ MH  �í������1āP

7KLV� LV�D�KLS�H[WHQVRU�PRPHQW��1RWH�KRZ�DOO� WKUHH�RI�
WKHVH� ORZHU�H[WUHPLW\� MRLQW�PRPHQWV� DUH�PXFK� ODUJHU�
WKDQ�WKHLU�VZLQJ�SKDVH�FRXQWHUSDUWV�

CHAPTER 6
Example 6.1
)LUVW��FRQYHUW�WKH�ZRUNORDG�WR�QHZWRQV�

� ����!������ �������1

6HFRQG��FDOFXODWH�WKH�QXPEHU�RI�UHYROXWLRQV�RI�WKH�FUDQN�

 R  ����!���� �����

)LQDOO\��FDOFXODWH�WKH�ZRUN�

� :� �������!������!��� ���������-� �������N-

1RWLFH��WKDW�WKH�¿QDO�DQVZHU�ZDV�FRQYHUWHG�WR�NLORMRXOHV�
�N-��

Example 6.2

� :�= $E = E¿QDO�í�(LQLWLDO
$VVXPLQJ�WKDW�WKH�RQO\�FKDQJH�LQ�HQHUJ\�UHVXOWV�IURP�
D�FKDQJH�LQ�VSHHG�

� :RUN� �����m v��í��� �����! 80.0 !���� ������-

� 3RZHU� �:RUN�'XUDWLRQ� �������� �����:

Example 6.3
)LUVW��FRPSXWH�WKH�SRWHQWLDO�HQHUJ\�

 Egpe = 18.0 ! 9.81 !������ �������-

6HFRQG��FDOFXODWH�WKH�WUDQVODWLRQDO�NLQHWLF�HQHUJ\�

 Etke  �����! 18.0 ! 8�� �����-

7KLUG��FDOFXODWH�WKH�URWDWLRQDO�NLQHWLF�HQHUJ\�

 Erke  �����!������!������� �������-

/DVW��VXP�WR�REWDLQ�WKH�WRWDO�HQHUJ\�

 Etme  ������������������� �����-

APPENDIX C
Example C.1
7RWDO�UHVLVWDQFH�(R) LV�WKH�SURGXFW�RI�WKH�UHVLVWLYLW\�DQG�
WKH�OHQJWK�

R  ����í� %�P����í��P���ZKLFK�HTXDOV���í� %.

Example C.2a
,Q�VHULHV��WKH�WRWDO�UHVLVWDQFH�LV����%������%��ZKLFK�HTXDOV�
���%��,Q�SDUDOOHO��WKH�WRWDO�UHVLVWDQFH�LV

 10�( ) 10�( )
10�+10�

ZKLFK�HTXDOV���%.

Example C.2b
,Q�VHULHV��WKH�WRWDO�UHVLVWDQFH�LV����%�����%��ZKLFK�HTXDOV�
11 %��,Q�SDUDOOHO��WKH�WRWDO�UHVLVWDQFH�LV

 10�( ) 1�( )
10�+1�

ZKLFK�HTXDOV�������%.
1RWH�WKDW�ZKHQ�UHVLVWRUV�DUH�LQ�VHULHV��WKH�WRWDO�UHVLVWDQFH�
PXVW�EH�JUHDWHU�WKDQ�WKDW�RI�WKH�ODUJHVW�UHVLVWRU�LQ�WKH�FLU-
FXLW��+RZHYHU��ZKHQ�UHVLVWRUV�DUH�FRQQHFWHG�LQ�SDUDOOHO��
WKH�WRWDO�UHVLVWDQFH�PXVW�EH�OHVV�WKDQ�WKDW�RI�WKH�VPDOOHVW�
UHVLVWRU�LQ�WKH�FLUFXLW�
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Example C.3a
%\�2KP¶V�ODZ�

 I = V
R
� I = 20 V

10�
� I = 2 A

Example C.3b
%\�2KP¶V�ODZ�

 R = V
I
� R = 9 V

0.002 A
� R = 4.54 k�

Example C.3c
%\�2KP¶V�ODZ�

 R = 110 V
15 A

� R = 7.3�

Example C.4a
5HDUUDQJLQJ�WKH�SRZHU�ODZ�

 R = V
2

P
� R = 10.1�

Example C.4b
8VLQJ�WKH�SRZHU�ODZ�

 P  �����$������9��¡ P  ������:

Example C.5
7KH�FKDQJH�LQ�YROWDJH�ZLOO�EH�JLYHQ�E\�2KP¶V�ODZ�

 V80 = 1000 %�����P$�� ������9

 V���� ������%�����P$�� ������9

7KLV�FKDQJH� LV�HDVLO\�PHDVXUHG��EHFDXVH� W\SLFDO�YROW-
PHWHUV�PHDVXUH�WR�XQLWV�DW�OHDVW�DV�VPDOO�DV�PLOOLYROWV�

Example C.6

 Vout =
15 V 100�( )
100�+100�

= 7.5 V  1.

 Vout =
15 V 110�( )
100�+100�

= 8.25 V  ��

 Vout =
15 V 100�( )
10�+100�

= 13.63V � ��

 Vout =
15 V 110�( )
10�+110�

= 13.75 V � ��

9ROWDJH�GLYLGHUV�DUH�PRVW� VHQVLWLYH� WR�FKDQJHV� LQ�RQH�
UHVLVWRU�ZKHQ�WKH�WZR�UHVLVWDQFHV�DUH�RI�VLPLODU�PDJQL-
WXGH��1RWH�WKDW�EHWZHHQ�FDVHV���DQG���DQG�EHWZHHQ�FDVHV�
��DQG����RV FKDQJHG�E\������:KHQ�R ZDV�����%��WKHUH�
ZDV�D������9������FKDQJH�LQ�Vout ZKHQ�RV FKDQJHG�E\�
�����+RZHYHU��ZKHQ�R ZDV����%��WKH�����FKDQJH�LQ�RV 
\LHOGHG�RQO\�D������9��������FKDQJH�LQ�Vout.

Example C.7
VLQ LV�DSSOLHG�DFURVV�HDFK�RI�WZR�YROWDJH�GLYLGHUV��)URP�
WKH�SUHYLRXV�H[DPSOH��ZH�FDQ�ZULWH�D� IRUPXOD�IRU� WKH�
YROWDJH�DFURVV�R� DV

 V2 = R2
Vin

RV + R2

DQG�ZH�FDQ�ZULWH�D�IRUPXOD�IRU�WKH�YROWDJH�DFURVV�R� DV

 V3 = R3
Vin

R1 + R3
Vout UHSUHVHQWV�WKH�GLIIHUHQFH�LQ�YROWDJH�EHWZHHQ�WKHVH�
WZR�SRLQWV��WKDW�LV�

 Vout =V2 –V3 = R2
Vin

RV + R2
– R3

Vin
R1 + R3

/HWWLQJ�R1 = R� = R� DQG�GRLQJ�VRPH�DOJHEUD�\LHOGV

 Vout =Vin
R1 – RV
2 R1 + RV( )

7KLV� LV� WKH�FODVVLF�IRUPXOD�IRU� WKH�RXWSXW�YROWDJH�RI�D�
:KHDWVWRQH�EULGJH�
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acceleration—A rate of change of velocity and second time 
derivative of displacement; symbol is a. Measured in meters 
per second squared (m/s2) and sometimes g (= 9.81 m/s2).

accelerometer—An instrument that directly measures accel-
eration; used in impact testing and car crash studies.

accelerometry—Measurement of acceleration by an accel-
erometer.

action (force)—A force created when a reaction force is pos-
sible; see law of reaction.

ammeter—A device for measuring current or amperage.

ampere—An SI unit of electrical current; equals 1 coulomb 
of charge per second; symbol is A.

DPSOL¿HU²A device for increasing the magnitude of an 
analog signal.

amplitude—Half of the peak-to-peak magnitude in a sinusoi-
dal signal. The value a in the sinusoidal function, W = a 
sin(2!t + "). See also frequency and phase angle.

amplitude distortion—Any change in the true amplitude or 
magnitude of a signal.

analog—(a) A voltage-varying signal; (b) a continuous signal; 
(c) the opposite of digital, as in analog vs. digital signal, 
timepiece, or computer.

analog signal—A continuous electrical signal that has the 
same characteristics as another physical signal (e.g., force, 
pressure, acceleration).

analog-to-digital (A/D)—A process by which an analog 
signal is converted to a digital signal that is suitable to 
input into a digital computer or device.

analogue—A variant of analog.

angular impulse—The time integral of a resultant moment 
of force acting on a body.

angular momentum—A product of mass moment of inertia 
and angular velocity. Symbol is L.

anthropometry—The measurement of human physical dimen-
sions and the relationships these measurements have with 
performance.

area moment of inertia—The second moment of a geo-
metrical body.

attenuate—To reduce signal magnitude; opposite of amplify.

axis of rotation—The axis about which a body appears to 
rotate.

biomechanics—7KH� VFLHQFH� WKDW� VWXGLHV� WKH� LQÀXHQFH� RI�
forces on living bodies.

body segment parameters—The inertial or physical proper-
ties of body segments, especially mass, density, locations of 
center of mass and center of gravity, and moment of inertia.

capacitor—An electrical component that stores electrical 
charge; symbol is C.

center of gravity—The same as the center of mass when the 

body is near a large astronomical body (earth).

center of mass—The point at which any line passing through 

it divides the body’s mass in half.

center of percussion—The point on a body at which a collision 

causes no pressure at the suspension point.

center of pressure—The point at which an equivalent single 

force causes the same effect on a rigid body as a distrib-

uted force.

central force—A force that is always directed at a single point 

in space; a force that acts through the center of gravity of 

a body.

centrifugal force—A pseudo-force that is “felt” when a body 

is following a curved path; the negative of the centripetal 
force.

centripetal force—A force that causes a body to follow a 

curved path; always directed toward the center of curvature 

of the path.

centroidal moment of inertia—The moment of inertia of a 

body about an axis through its center of mass.

cinematography—(a) 5HFRUGLQJ� LPDJHV� RQ� ¿OP�� (b) the 

VWXG\�RI�WKH�IDFWRUV�WKDW�LQÀXHQFH�WKH�TXDOLW\�RI�UHFRUGLQJ�
RI�¿OP�LPDJHV�

circuit diagram—A formal means of representing an electric 

circuit, in which standard icons and straight lines are used.

FRHI¿FLHQW�RI�NLQHWLF�IULFWLRQ²The ratio of kinetic friction 

to normal force, #
kinetic

.

FRHI¿FLHQW�RI�UHVWLWXWLRQ²The ratio of changes in velocity 

of two undeformed bodies after and before colliding with 

each other.

FRHI¿FLHQW�RI�VWDWLF�IULFWLRQ²The ratio of maximum static 

friction to normal force, #
static

.

concentric (contraction)—A contraction in which the muscle 

force is directed toward the center of the muscle; that is, 

the muscle shortens while contracting.

contraction—The state a muscle is in when it has been 

induced internally (neurally) or externally (electrically) 

to shorten; requires neural or electrical stimulation and 

chemical energy, in the form of adenosine triphosphate or 

creatine phosphate, and produces an electromyographic 

signal and force in the tendon. Note that muscle can shorten 

(concentric contraction), lengthen (eccentric contraction), 

or remain the same length (isometric contraction) and still 

be in a state of contraction; however, a muscle can produce 

a force passively without being in contraction.

Coriolis force—A pseudo-force that appears when a body is 

moving within a moving frame of reference; for example, 

DQ�DLUSODQH�À\LQJ�GXH�QRUWK�DSSHDUV� WR� IROORZ�D�FXUYHG�
path with respect to the rotating earth.
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coulomb—An SI unit of charge, corresponding to about 6.25 
$ 1018 electrons; its abbreviation is C.

FURVVWDON²Any distortion to a waveform caused by another 
nearby waveform. For example, one muscle’s EMG may 
include a nearby muscle’s EMG or a longitudinal force 
signal may be distorted by a torsional force signal.

current—7KH�UDWH�RI�ÀRZ�RI�HOHFWURQV�RU�HOHFWULFLW\��PHDVXUHG�
in amps.

cutoff frequency—7KH�IUHTXHQF\�DW�ZKLFK�D�¿OWHU�DWWHQXDWHV�
amplitude by –3 decibels (0.707 or 2 2).

decibel—One-hundredth of a bel, a unit for describing the ratio 
of two powers or intensities or for comparison to a reference 
power or intensity; abbreviated dB. Used in electronics 
and acoustics. For intensities, n dB = 20 log

10
(I1/I2). For 

powers, n dB = 10 log
10
�3��3����)RU�H[DPSOH��DQ�DPSOL¿HU�

gain (intensity) of 1000 = 20 log
10

(1000/1) = 60 dB; a power 
gain of 20 dB is a gain of 100.

deformable body—$�ERG\�WKDW�FDQ�GHIRUP�XQGHU�WKH�LQÀX-
ence of forces; an elastic body.

diagonal matrix—A matrix whose elements are all zero 
except elements that have the same row and column 
numbers.

digital—A numeric; can be represented by a number suitable 
for use by digital computers.

digital-to-analog (D/A)—A process by which a digital signal 
can be converted to an equivalent analog (voltage-varying) 
signal.

digitizer—A device for converting positional information to 
GLJLWDO�IRUP��XVXDOO\�XVHG�WR�TXDQWLI\�PRWLRQ�IURP�¿OPHG�
or videotaped images.

direct dynamics—Derivation of kinematics from forces and 
moments of force.

displacement—7KH�YHFWRU� WKDW� TXDQWL¿HV� FKDQJH�RI� OLQHDU�
position of a particle or a body’s center of gravity; some-
times called linear displacement.

distortion—Any error introduced to a signal; see amplitude, 
frequency, and phase distortion.

dynamic response—The mechanical response of a physical 
V\VWHP�ZKLOH�XQGHU� WKH� LQÀXHQFH�RI�DSSOLHG�IRUFHV��&DQ�
also apply to analog systems or mathematical models; 
however, the applied forces become applied signals or 
mathematical functions.

dynamics—The mechanics of bodies in motion; see direct 
dynamics and inverse dynamics.

dynamometry—The measurement of mechanical forces, 
moments of force, and power.

eccentric (contraction)—A contraction in which the muscle 
force is directed away from the center of the muscle; that 
is, the muscle lengthens while contracting.

eccentric force or thrust—An impulsive force with a line of 
action that does not pass through the center of gravity of 
the body, causing angular acceleration.

electrocardiography (ECG)—A recording of the electrical 
potentials produced by the cardiac muscles.

electrogoniometer (elgon)—A goniometer that measures joint 
angles electronically; often consists of a potentiometer with 
two armatures.

electromyogram (EMG)—A recording from an electro-
myograph.

electromyograph—A device for measuring the electrical 
potentials produced by skeletal muscles; usually consists 
RI�D�GLIIHUHQWLDO�DPSOL¿HU�ZLWK�KLJK�LQSXW�LPSHGDQFH�����
M%) and high common mode rejection (>80 dB).

electromyography—The recording of electrical potentials 
produced by skeletal muscles.

energy—The ability to do work; can be potential or kinetic.

entropy—The loss of usable energy after any transformation 
of energy from one form to another.

ergometer—A device for measuring mechanical work or 
permitting human exercise (an exercise machine), such as 
bicycle or rowing ergometers.

ergometry—The measurement of mechanical work.

ergonomics—(a) 7KH�VWXG\�RI�WKH�IDFWRUV�LQÀXHQFLQJ�KXPDQ�
work, especially in the workplace; (b) literally, work eco-
nomics; (c)�³¿WWLQJ�WKH�WDVN�WR�WKH�ZRUNHU�́

event—A unique instant in time, such as the heel-strike in 
walking, ball contact in striking or impacting activities, 
and the “catch” in rowing.

external force—Any environmental force that acts on a body.

force—The action of one body on another.

force couple—The turning effect of two parallel forces of 
equal magnitude but opposite direction; a free moment.

force platform (or plate)—An instrumented, rigid plate 
capable of quantifying forces applied to its surface.

free-body diagram (FBD)—A diagram of a body free from 
its environment but including all the external forces it 
experiences.

free moment—A moment of force caused by forces, especially 
force couples, at which the location of the axis of rotation 
is arbitrary.

frequency—The cyclic rate of a periodic signal in cycles per 
second or hertz (Hz). Can also mean an angular frequency 
(&) in radians per second where & = 2!f. The value f in the 
sinusoidal function, W = a sin(2!ft + " ). See also amplitude 
and phase angle.

frequency distortion—Any change in the frequency spectrum 
of a signal.

frequency response—The frequency spectrum of a system 
or device in response to a mechanical stimulus. Can also 
apply to analog systems or mathematical models.

friction—A force caused by the transverse (i.e., shearing) 
interactions of two surfaces.

gain—,Q�DQ�DPSOL¿HU��WKH�UDWLR�RI�WKH�RULJLQDO�YROWDJH�WR�WKH�
DPSOL¿HG�YROWDJH�

g-force—A pseudo-force that occurs when a body is rapidly 
accelerated; results from the inertia of the body, that is, its 
reluctance to accelerate in response to the applied force.

goniometer—A device for measuring joint angles; see elec-
trogoniometer.

ground—The electrical reference point assigned zero voltage.

ground reaction force (GRF)—A single equivalent force 
equal to the sum of a distribution of forces applied to a 
surface.
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Hall-effect (transducer)—An effect due to the movement 

of electrons perpendicularly to a permanent magnet; used 

to quantify force.

hysteresis—The maximum difference between the loading 

and unloading curves of a transducer.

impedance—7KH�VXP�RI�DOO�HIIHFWV�RQ�FXUUHQW�ÀRZ��LQFOXGLQJ�
resistance and capacitance.

impulse—The time integral of the resultant force acting on 

a body.

inertia—The reluctance of a body to change its state of rest 

or motion along a straight line; measured by mass and 

moment of inertia.

inertial force—A force equal to the negative of the resultant 

force; used with d’Alembert’s principle (the sum of the 

resultant force and inertial force equals zero).

input impedance—The resistance between the input of a 

circuit and its ground.

internal force—A force whose action and reaction occur 

within the same body; a muscle force whose origin and 

insertion act within the same free body.

inverse dynamics—Computation of forces or moments of 

force from a body’s kinematics and inertial properties.

invert—In electronics, to take the negative of a voltage.

LVRNLQHWLF��FRQWUDFWLRQ�²Contraction of a joint at which the 

joint angular speed is constant (compare isovelocity con-
traction). It can also mean a contraction that is produced 

by a constant moment of force.

isometric (contraction)—A constant-length contraction, 

meaning a muscle contraction in which the muscle has no 

appreciable change in its length.

isotonic (contraction)—(a) A contraction of an excised (in 

vitro) muscle in which the muscle contracts against a con-

stant load; (b) weightlifting, that is, a whole muscle (and 

joint) contraction against a constant load, such as a weight, 

barbell, or dumbbell; (c) a contraction in which a muscle 

FRQWUDFWV�DJDLQVW�DQ�DUWL¿FLDOO\�SURGXFHG�FRQVWDQW�ORDG�
isovelocity (contraction)—A muscle contraction in which the 

muscle shortens or lengthens at a constant velocity or speed 

or when a joint’s angular velocity is constant (compare with 

isokinetic contraction).

NLORSRQG²A force equal to a 1 kg mass on earth; equal to 

9.81 N.

NLQHPDWLFV²The study of motion without regard to its causes 

or quantities of motion, such as velocity, speed, accelera-

tion, and angular displacement.

NLQHWLF�IULFWLRQ²Dry friction that occurs when two contact-

ing surfaces are in motion.

NLQHWLFV²The study of the causes of motion; the study of 

forces and moments of force and their characteristics, such 

as work, energy, impulse, momentum, and power.

law of acceleration—Newton’s second law; the acceleration of 

an object is proportional to the sum of the external forces.

law of gravitation—See universal law of gravitation.

law of inertia—1HZWRQ¶V� ¿UVW� ODZ�� LQ� WKH� DEVHQFH� RI� DQ�
external force, an object remains motionless or in constant 

speed along a straight line.

law of reaction—Newton’s third law; for a force to exist, there 
must be a reaction force equal in magnitude but opposite 
in direction.

limiting static friction force—The maximum static friction 
force before two contacting surfaces “slip.”

linearity—The ability of a transducer to produce an output 
signal that is directly proportional to the input amplitude; 
the closeness of the relationship between a transducer’s 
input and output signals to a straight line as measured stati-
cally or at low frequency. Measured by Pearson’s product 
PRPHQW�FRUUHODWLRQ�FRHI¿FLHQW�(r), which is the same as a 
OLQHDU�OHDVW�VTXDUHV�FXUYH�¿W�

linear potentiometer—$� UHVLVWRU�ZLWK� D�¿[HG� FRQQHFWLRQ�
on each end and a sliding connection between the two 
ends so that translation of the sliding connection alters the 
resistance between it and each end.

local angular momentum—The product of a body’s centroidal 
mass moment of inertia and its angular velocity.

mass moment of inertia—The second moment of mass of a 
body about a particular axis.

matrix—Any rectangular array of numbers in which each 
number in the array is an element.

mechanics—$�VFLHQFH� WKDW� VWXGLHV� WKH� LQÀXHQFH�RI� IRUFHV�
on bodies.

moment (arm)—(a) The perpendicular distance from a point 
to a line or surface; radius; the moment arm in the moment 
of force, moment of momentum, and moment of inertia; 
(b) short for moment of force.

moment of force—The turning effect of a force on a body, 
also called torque. Symbol is M or '. Measured in newton 
meters (N�m).

moment of inertia—The reluctance of a body to change its 
rotational state. Symbol is I or I . Measured in kilogram 
meters squared (kg�m2).

moment of inertia tensor—A 3 $ 3 matrix corresponding to 
the three-dimensional moment of inertia of a body.

moment of momentum—Vector product of position and 
linear momentum (i.e., 

�r �m�v ). Same as remote angular 
momentum.

momentum—A product of mass and linear velocity; Newton’s 
quantity of motion. Symbol is p.

motion-analysis system—A system for collecting and pro-
cessing the motion of sensors or markers attached to a  
body.

motion capture—Any process that records the motion of a 
body over time. Some systems require that the body have 
UHÀHFWLYH� �L�H��� SDVVLYH��PDUNHUV�� RWKHU� V\VWHPV� UHTXLUH�
transmitters (i.e., active) to send location information; 
still others may simply record the motion visually for later 
processing to determine the body’s trajectory.

natural frequency—The frequency at which an object reso-
nates or oscillates most strongly to an applied force, also 
called the resonant frequency.

net force—A force equivalent to the sum of all forces acting 
across a joint.

net moment of force—A moment of force equivalent to the 
sum of all moments of force acting across a joint.
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noise—Any unwanted random or systematic component in a 
waveform. Random noise that is uncorrelated with the true 
VLJQDO�FDQ�EH�UHGXFHG�E\�¿OWHULQJ�RU�DYHUDJLQJ��6\VWHP-
atic noise is caused by interference produced by external 
sources and can be reduced in a variety of ways, including 
removal of the source of the interference or shielding the 
electronics.

normal—(a) Perpendicular to a surface or line; (b) perpen-
dicular to tangential.

normal force—The force component that is perpendicular to 
a surface (compare tangential force).

normalize—To perform a form of scaling involving division 
of a set of numbers by a factor such as body weight, cycle 
time, or maximum force.

ohm—An SI unit of electrical resistance; symbol is %.

Ohm’s law—A law stating the linear relation between voltage 
and current in a linear circuit, V = IR.

RSHUDWLRQDO�DPSOL¿HU²$�VSHFL¿F�W\SH�RI�HOHFWURQLF�FRPSR-
QHQW�WKDW�DPSOL¿HV�D�YROWDJH�

parallel—In electronics, a connection scheme in which the 
corresponding ends of two or more devices are connected 
so that the electrical current branches through one or 
another of the devices.

parallelogram law—$�ODZ�WKDW�GH¿QHV�WKH�DGGLWLRQ�RI�YHFWRUV��
the resultant of two vectors is the diagonal of a parallelo-
gram formed from the two vectors.

phase—A period of time, such as a swing phase or recovery 
phase.

phase angle—The amount of lead or lag of a sinusoidal 
waveform compared with a second sinusoidal waveform of 
the same frequency, used in a Fourier series; measured in 
degrees or radians. The value " in the sinusoidal function, 
W = a sin(2!f t + "). See also frequency and phase angle. 
Measured in degrees (°) or radians (rad).

phase distortion—Any change in the phase angle or time 
delays in a signal.

piezoelectric effect—Occurs when certain crystals, such as 
quartz, are mechanically stressed, causing a voltage.

piezoelectric (transducer)—An effect from pressure exerted 
on certain crystals that causes them to produce a voltage; 
used in force and acceleration transducers and precision 
timepieces.

potentiometer—An electronic device that permits variable 
UHVLVWDQFH��XVHG�LQ�HOHFWURJRQLRPHWHUV��DPSOL¿HU�FRQWUROV��
volume controls, and other similar devices.

power—Rate of doing mechanical work, symbol is P. Mea-
sured in watts (W).

pressure—The force exerted over an area; symbol is p; units 
are pascals (Pa).

principal distance—The camera’s distance setting, which 
should be set equal to the distance between the lens and 
WKH�REMHFW�EHLQJ�¿OPHG�

principal mass moments of inertia—The diagonal elements 
of an inertia tensor.

products of inertia—The off-diagonal elements of an inertia 
tensor.

pseudo-force—An apparent force that exists as the result of 
a moving frame of reference; includes centrifugal forces, 
g-forces, and Coriolis forces.

radius of gyration—The radius of a point mass that has the 

same mass moment of inertia as a particular body.

reaction (force)—A force that occurs whenever an action 

force is created (see law of reaction).

UH¿QH²To scale or otherwise transform digitized motion-

picture data to real units in a known frame of reference.

remote angular momentum—The same as moment of 
momentum.

resistance—In electronics, the effect of a particular device 

or component that is directly proportional to the voltage 

applied across it. Symbol is R. Measured in ohms (%).

resistivity—A material property that expresses the electrical 

resistance per unit length.

resistor—$�GHYLFH�WKDW�OLPLWV�FXUUHQW�ÀRZ�LQ�GLUHFW�SURSRUWLRQ�
to the voltage across it.

resultant—The vector sum of two or more vectors; see paral-
lelogram law.

resultant force—The sum of all forces acting on a body; also 

called external force.

Riemann integration—Integration by adding the elements 

and multiplying by the duration of the sample.

rigid body—$�JURXS�RI�SDUWLFOHV�RFFXS\LQJ�¿[HG�SRVLWLRQV�
with respect to each other; a theoretical body that is not 

GHIRUPDEOH�DQG�KDV�¿[HG�LQHUWLDO�SURSHUWLHV�
rotary potentiometer—$�UHVLVWRU�ZLWK�D�¿[HG�FRQQHFWLRQ�RQ�

each end and a sliding connection between the two ends so 

that rotating the control alters the resistance between the 

sliding connection and each end.

scalar—A quantity that can be characterized by a magnitude 

alone (e.g., mass, distance, speed, time, energy, and power); 

compare vector.

scale—To alter the magnitude of a digital signal; to multiply 

by a constant; compare normalize, UH¿QH.
sensitivity—For transducers, this is the ratio of the input 

signal divided by the output signal, for example, 100 N/V.

series—In electronics, a connection between two or more 

components in which one follows the other so that all cur-

rent passes through each component.

signal—The information content of a waveform; the opposite 

of noise.

Simpson’s rule integration—A method of integration based 

on Simpson’s rule approximation of a series of data.

spatial synchronization—The synchronization of two or 

more data sets in space.

static friction—Dry friction when there is no relative motion 

of two contacting surfaces.

statics—The mechanics of bodies at rest or in uniform (con-

stant linear) motion.

strain—The change in length divided by resting length; nor-

malized deformation.
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strain gauge—A resistor-based device designed to be attached 

to the surface of a material so that its resistance changes 

as the material deforms.

stress—The loading force per cross-sectional area; measured 

in kilopascals (kPa); the normalized load force.

tangent—(a) A line that is perpendicular to the normal surface 
or curve; (b) the slope of a line or rise/run; (c) the tangent 
of an angle (tan "); the ratio of opposite to adjacent sides 
of a right triangle.

tangential—The direction that is parallel to the tangent line 
of a curved path; perpendicular to the normal.

tangential force—The force component that is perpendicular 
to a normal force and parallel to a surface.

telemetry—The transmission of a signal over a distance, usu-
ally by radio transmission.

temporal—Relating to time; in the time domain.

temporal synchronization—Synchronization of two or more 
data sets in time.

tensor—A mathematical or physical quantity possessing a 
VSHFL¿HG�V\VWHP�RI�FRPSRQHQWV�IRU�HYHU\�FRRUGLQDWH�V\VWHP��
a generalized vector with more than three components, each 
of which is a function of the coordinates of an arbitrary point 
in space of an appropriate number of dimensions.

thermodynamics—The branch of science concerned with 
transduction of heat and energy.

torque—See moment of force. Used especially when the 
moment of force is about the longitudinal axis of a body.

trajectory—The path that an object or point travels through 
space.

transducer—A device that is actuated by power from one 
system and supplies power, usually in another form, to a 
second system; a device that changes one form of energy 
to another. An input transducer converts a physical signal, 
such as force, temperature, or power, into an electrical 

signal, usually voltage. An output transducer converts an 
electrical signal into a physical quantity, as, for example, 
loudspeakers, oscillographs, and multimeters do.

transduction—The process of converting a physical dimen-

sion into a voltage.

trapezoidal integration—A method of integrating a series 

of numbers by adding adjacent trapezoids.

universal law of gravitation—A law stating that two objects 

have a force of attraction proportional to the product of 

their masses divided by the square of the distance between 

their centers of mass.

vector—A mathematical expression possessing magnitude 

and direction that adds according to the parallelogram 
law; examples are force, acceleration, and displacement, 

EXW�QRW�¿QLWH�URWDWLRQV��FRPSDUH�scalar.

velocity—A vector rate of change of displacement that 

includes the direction of motion; symbol is v. Measured in 

meters per second (m/s).

voltage—An SI unit of electrical potential, equal to 1 J of 

energy per coulomb of charge; symbol is V or E. Measured 

in volts (V).

voltage divider—A circuit of two or more resistors in series, 

with their object being to use or measure voltage at an 

intermediate point.

voltage drop—The voltage across a resistor.

voltmeter—A device that measures voltage.

waveform—Any continuously varying quantity consisting of 

signal or noise components.

weight—A force due to the gravitational attraction of a mas-

sive body such as the earth or moon.

Wheatstone bridge—An electrical circuit including two 

parallel pairs of series-connected resistors.

ZRUN²The change in energy of a body. Measured in joules  

(J).
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,QWHUQDWLRQDO�6\VWHP�RI�8QLWV����������t-

���t,����t,����t����t
LQWHUVDUFRPHUH�G\QDPLFV�PRGHO�����
LQYHUVH� G\QDPLFV� DQDO\VLV�� See also 

LQYHUVH� G\QDPLFV� DQDO\VLV�� WKUHH�
GLPHQVLRQDO�� LQYHUVH� G\QDPLFV�
DQDO\VLV��WZR�GLPHQVLRQDO

� GH¿QLWLRQ�RI��������
� GHYHORSPHQW�RI�����
� LQ�HUJRPHWU\��������������f,����t����t, 
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� SDVVLYH�MRLQW�PRPHQWV��������������f
� VNHOHWDO�JHRPHWU\�DQG�PRGHOV�RI������

��������f
MRLQW�DQJOHV�������
� DQJXODU�YHORFLW\�DQG�DFFHOHUDWLRQ�RI��

�����
� &DUGDQ�(XOHU�DQJOHV�����������f,���f, 
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� FRRUGLQDWH� V\VWHP�RULHQWDWLRQV� DQG��

���������f
� GH¿QLQJ��������f,�������f,���f
� KHOLFDO�DQJOHV��������f,���
� MRLQW� FRRUGLQDWH� V\VWHP� � ������� ��f, 

����������f
� PHWKRG�FRPSDULVRQ�������
� PXVFOH� OHQJWK�SUHGLFWLRQV� DQG� �����

��������f
� QRUPDOL]DWLRQ�RI����
MRLQW� FRRUGLQDWH� V\VWHP� �-&6�� � �������

��f,�����������f
MRLQW� IRUFH� � ����� ���������See also net 

force
MRLQW�PRPHQWV� RI� IRUFH��See also net 

moments of force
� LQ� LQYHUVH� G\QDPLFV� DQDO\VLV� � �����

������������f
� RVWHRDUWKULWLV�DQG��������������f
� LQ�WKUHH�GLPHQVLRQDO�NLQHWLF�DQDO\VLV��
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MRLQW�SRZHU�DQDO\VLV
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� LQ� WKUHH�GLPHQVLRQDO� NLQHWLFV� � ����
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MRLQW�UHDFWLRQ�IRUFH������������������
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MRXOHV�����
jumping
 angular momentum and performance 
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� G\QDPLF� RSWLPL]DWLRQ�PRGHOLQJ� RI��

������������f
� HOHFWURP\RJUDSKLF�PRGHOLQJ�RI������

��������f,����f
 foot-ground interaction models in  
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� IXQFWLRQDO�GDWD�DQDO\VLV�RI�����
� +LOO�PRGHO�RI��������������f,����f
� YHUWLFDO�LPSXOVH�DQG�������
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.DUKXQHQ�/RqYH��./��H[SDQVLRQ�������

See also principal component 
DQDO\VLV
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NH\ERDUG�VWLIIQHVV���������
NLORSRQGV�����
NLQHPDWLF�DQDO\VLV��H[DPSOH�RI�����
NLQHPDWLFV�� See angular kinematics; 

planar kinematics
NLQHWLF�HQHUJ\�����f,�������������f

� IRUFH� VLJQDWXUHV� LQ� � ��������� ���f, 
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� LQGXFHG�DFFHOHUDWLRQ�DQDO\VLV�LQ�������
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 LQ�PXVFXORVNHOHWDO�PRGHOLQJ����������f
� UHODWLRQVKLS� EHWZHHQ�PHWKRGV� � �����
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� LQ� VWDWLF� RSWLPL]DWLRQ�PRGHOV� � ����
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� VWHSV�LQ����������f
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� MRLQW�PRPHQW�FRPSXWDWLRQ���������
� MRLQW�UHDFWLRQ�IRUFH�FRPSXWDWLRQ������
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� NLQHPDWLF�LQSXW�FRPSXWDWLRQ�����
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� G\QDPLF�� VWDWLF�� DQG� TXDVL�G\QDPLF�

DSSURDFKHV�FRPSDUHG�����
� JHQHUDO�SODQH�PRWLRQ� �������������f, 

���f
� KXPDQ�MRLQW�NLQHWLFV���������
� OLPLWDWLRQV�RI���������
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� SODQDU�PRWLRQ�DQDO\VLV��������������f, 
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LQYHUVLRQ��LQ�VLJQDO�SURFHVVLQJ�����
LQYHUWLQJ�RSHUDWLRQDO�DPSOL¿HUV����������f
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LVRYHORFLW\�FRQGLWLRQV���������
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-&6� �MRLQW� FRRUGLQDWH� V\VWHP�� � �������
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MHUN��������t
MRLQW�V���See also VSHFL¿F�MRLQWV
 direct measurement and modeling of  
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NLQHWLF�IULFWLRQ��������f
NLQHWLFV�������������������See also three-

dimensional kinetics
.LVWOHU�IRUFH�SODWIRUPV�����������f
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� DQDWRPLFDO�UHIHUHQFH�IUDPHV�IRU�����f
� DQJXODU�YHORFLW\�LQ�UXQQLQJ����������f
� DUWKURSODVW\��SDLQ�DIWHU�����
� G\QDPRPHWHU�WRUTXH�GDWD�RQ�����������
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� IRRW�PRWLRQ�DQG��������f
� IXQFWLRQDO� GDWD� DQDO\VLV� LQ� MXPSLQJ��
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� LQGXFHG�DFFHOHUDWLRQ�LQ�ZDONLQJ������
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� MRLQW�DQJOH�FRPSXWDWLRQV�IRU�������
� MRLQW�FRRUGLQDWH�V\VWHP�����������f
 MRLQW�JHRPHWU\�DQG�VWDELOLW\�RI���������
 MRLQW�PRPHQWV��������������f,����f,����
� MRLQW�UHDFWLRQ�IRUFH�LQ���������
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� SDVVLYH�MRLQW�SURSHUWLHV���������
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FRRUGLQDWH�V\VWHP
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ODQGPDUN�UHJLVWUDWLRQ���������
ODZ�RI�DFFHOHUDWLRQ����
ODZ�RI�FRQVHUYDWLRQ�RI�DQJXODU�PRPHQ-

WXP����
ODZ�RI�LQHUWLD����
ODZ�RI�UHDFWLRQ��������f
/&6��See�ORFDO�FRRUGLQDWH�V\VWHP
OHDG�ODJ�LQWHUSUHWDWLRQ���������
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OLPLW�F\FOH�DWWUDFWRUV��������������f
OLPLWLQJ�VWDWLF�IULFWLRQ�IRUFH��������f
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OLQHDULW\��LQ�WUDQVGXFHUV��������f
OLQHDU�NLQHPDWLFV�������
� DFFHOHURPHWHUV�LQ���������������f
� DQJXODU�WR�OLQHDU�FRQYHUVLRQ����������
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 two-dimensional marker selection  
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� W\SHV�RI����f
� YLUWXDO����
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PDVV�PRPHQW�RI�LQHUWLD�����������f,���f��

See also moment of inertia
PDVV�RI�D�VHJPHQW���������������t,����
PDVV�VSULQJ�GDPSHU�PRGHOV� ����������

226f,����f,��������������f
PDVV�VSULQJ�PRGHOV� � ����� ���f,� ���f, 

�������������f
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0F'HUPRWW��:�-�����������
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0F0DKRQ��7�$�����������
PHDQ�IUHTXHQF\���������
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PHFKDQLFDO�HQHUJ\��������������f,����f, 

���
PHFKDQLFDO�HQHUJ\�DSSURDFK��LQ�HUJRPH-

WU\�����
PHFKDQLFDO�SRZHU���
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PHWDEROLF�FRVW�PRGHOV���������
PHWKRG�RI�VHFWLRQV��������������f
PHWULF�V\VWHP���
PLOLWDU\�XVHV�RI�VLPXODWLRQV�����
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0RFKRQ��6������
PRGHO�YDOLGDWLRQ��������������
PRPHQW�DUPV��������f,��������
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moment of inertia
� DUHD����
� FHQWURLGDO�����������f,���
� GH¿QLWLRQ�RI�������
� GHWHUPLQLQJ������������
� QHW�����
� SHQGXOXP�RVFLOODWLRQ�DQG����
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� WRWDO�ERG\����f,������
PRPHQW�RI�LQHUWLD�WHQVRU����
PRPHQW�RI�PRPHQWXP����
PRPHQW�SRZHU�����
PRPHQWXP��See angular momentum; 

linear momentum
0RQDUN�ELF\FOH�HUJRPHWHUV���������
0RUULV��-�0����������
0RVKHU��5�(������
PRWLRQ�DQDO\VLV�V\VWHPV����
PRWLRQ� DUWLIDFWV�� LQ� HOHFWURP\RJUDSK\��
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PRWLRQ�FDSWXUH�V\VWHPV
� LQ�OLQHDU�NLQHPDWLFV�����������f,���f, 
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� JUDSKLFDO�SUHVHQWDWLRQ�RI��������f
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OLQHDU�WUDQVIRUPDWLRQ�����������f
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OLQNHG�VHJPHQW�PHWKRG����������f
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/OR\G��'�*������
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� LQ�MRLQW�DQJOH�FRPSXWDWLRQV�����������f, 
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� LQ�SODQDU�NLQHPDWLFV�����������f
� VHJPHQW�GH¿QLWLRQ�E\��������f
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���������f,���t,���f,���f,���f, 44f
 in three-dimensional kinematics  
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� LQ� WKUHH�GLPHQVLRQDO� NLQHWLFV� � ����

��������
ORFRPRWRU�UHVSLUDWRU\� FRRUGLQDWLRQ�

�/5&��DQDO\VLV��������������f,����
ORQJLWXGLQDO�DUUD\�HOHFWURGHV�����
/RUHQ]�DWWUDFWRUV����������f
ORVV�RI�FRPSOH[LW\�K\SRWKHVLV����������f
ORZ�EDFN� SDLQ�� HOHFWURP\RJUDSK\� DQG��

������������f
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ing; VSHFL¿F�MRLQWV
� DFFHOHUDWLRQ�GXULQJ�UXQQLQJ�����f
� HQHUJ\�FKDQJHV�LQ�ZDONLQJ����������f
� IUHH�ERG\�GLDJUDP� LQ�ZDONLQJ� � �����

���f
� LQGXFHG�DFFHOHUDWLRQ�LQ�ZDONLQJ������

��������f
 lines of action of major muscles in  
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������������f
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� DEEUHYLDWLRQV�IRU����f,���t
� DV�FRQWURO�SRLQWV����
� IRU�WKH�ORZHU�H[WUHPLW\�/&6���������

��f,���t,���f,���f,���f, 44f
 placement of  44
� LQ�SRVH�HVWLPDWLRQ��������f
� ULJKW�VLGH�YHUVXV�OHIW�VLGH����
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PRWLRQ�FDSWXUH�V\VWHPV�(continued)
 in three-dimensional kinematics  

���������f,���������f
PRWRU� QHUYH� FRQGXFWLRQ�YHORFLW\� � �����

���
PRWRU� XQLW� DFWLRQ�SRWHQWLDOV� �08$3V���

������������f,����
PRYLQJ�DYHUDJH���������
05,��PDJQHWLF�UHVRQDQFH�LPDJLQJ�������
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PXOWLGLPHQVLRQDO�GDWD�����
PXOWL¿GXV��ORZ�EDFN�SDLQ�DQG����������
PXOWLIUHTXHQF\�GLVFUHWH� UHODWLYH� SKDVH�

DQDO\VLV��������������f,����f,����t
PXVFOH�DUFKLWHFWXUH���������
muscle contractions
� FRFRQWUDFWLRQV����������f, 266
� IRUFH�DFWLYDWLRQ�LQ��������������f
� IRUFH�OHQJWK�UHODWLRQVKLS�LQ����������f
� IRUFH�YHORFLW\� UHODWLRQVKLS� LQ� � ����
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� VWLPXODWLRQ�DFWLYDWLRQ� LQ� � ����� ���f, 
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PXVFOH�¿EHUV
� DFWLRQ�SRWHQWLDO�LQ��������������f
� FRPSRVLWLRQ�RI�W\SHV�RI�����
� FRQGXFWLRQ�YHORFLW\�LQ���������������
� FRQWUDFWLOH�DQG�IRUFH�YHORFLW\�FRPSR-
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� IDWLJXH�LQ���������
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LVWLFV�RI����������f
� LVRPHWULF�WHWDQXV�DQG�WZLWFK�LQ�������
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� OHQJWK�RI�����
� SHQQDWLRQ�DQJOH�LQ���������������
� UHVWLQJ�PHPEUDQH�SRWHQWLDO�LQ�����
� VXUIDFH�HOHFWURGH�DOLJQPHQW�ZLWK�����
PXVFOH�PRGHOLQJ��See also computer 

VLPXODWLRQV��+LOO�PXVFOH�PRGHO��
musculoskeletal modeling

� ��'�VWUXFWXUDO�PRGHOV��������������f
� FRPSXWHU�VLPXODWLRQV��������������f-
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� +LOO�PRGHO��������������f����f
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� PHWDEROLF�FRVW�PRGHOV���������
� PRGHOLQJ�SURFHVV��������������f
� PRGHO�W\SHV�����
� PXVFOH�VSHFL¿F�+LOO�PRGHOV�����������
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� SK\VLFDO�PRGHOLQJ�����
 serial transmission model  224
� VKRUWFRPLQJV�RI�WKH�+LOO�PRGHO������

224
PXVFOH�PRPHQW�DUP�����
muscles
� DWWDFKPHQW�SRLQWV�������������������f
� ELDUWLFXODU� � ����� ��������� ����� ����
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 as sum of actions of all joint structures  
������������

QHXUDO�FRQWURO�PRGHOV�����
QHZWRQ��1�����
1HZWRQ��,VDDF�����������
1HZWRQ�(XOHU�PHWKRG����������f,����
1HZWRQLDQ�ERG\� � ��������� ���f,� ���f, 
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1HZWRQLDQ� IUDPH� RI� UHIHUHQFH�� See 

JOREDO�FRRUGLQDWH�V\VWHP
1HZWRQ¶V�ODZV�����������f,����
1HZWRQ¶V� VHFRQG� ODZ�� JHQHUDO� SODQH�

PRWLRQ�DQG����������
QRLVH�LQ�GDWD����������������������f��See 

also data smoothing
QRQFROOLQHDU�SRLQWV����
QRQUHFXUVLYH�¿OWHUV�����
QRUPDO�DFFHOHUDWLRQ����
QRUPDO�D[LV����
QRUPDO�IRUFHV���������
normalization
� RI�HOHFWURP\RJUDSK\�VLJQDOV���������
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QRUP�RI�D�YHFWRU�����
QRWFK�¿OWHU�����
QXPHULFDO�DFFXUDF\�����
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2¶&RQQRU��-�-���������
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RKPV�����
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ROGHU�DGXOWV��JDLW�LQ��������������f
RQVHW�RIIVHW�DQDO\VLV����������f
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RSHQ�ORRS�FRQWURO���������
RSHUDWLRQDO� DPSOL¿HUV� �RS�DPSV�� � �����
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RSWLPDO� FRQWURO�PRGHOV��See� G\QDPLF�

optimization models
RSWLPDO�WUDFNLQJ����
optimization
� RI�FRQWURO�PRGHOV��������������f,����f, 
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� LQ� IRUZDUG�G\QDPLFV� DQDO\VLV� � ����
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� JOREDO�RSWLPL]DWLRQ�PHWKRG�������
� LQ�LQYHUVH�G\QDPLFV�DQDO\VLV�����������
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� IRU�PRGHOLQJ�SDUDPHWHUV�����
� LQ�PXVFXORVNHOHWDO�PRGHOLQJ�����������
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� QXPHULF�����
� RI�VHJPHQWV�����������f
� XVLQJ�FRPSXWHU�VLPXODWLRQV�IRU�����

� FRFRQWUDFWLRQ�RI����������f, 266
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